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ABSTRACT: We here combine the electrostatically embedded multiconfiguration molecular mechanics (EE-MCMM) 

method for generating global potential energy surfaces (PES) in the presence of an electrostatic potential with molecular 

mechanics (MM). The resulting EE-MCMM/MM method is illustrated by applying it to carry out a molecular dynamics 

simulation for the symmetric bimolecular reaction 3 3Cl  + CH Cl ClCH  + Cl− −′ ′→  in aqueous solution with hybrid 

density functional theory as the quantum mechanical level. The potential of mean force is calculated, and the free energy 

barrier is found to be 25.3 kcal/mol, which is in good agreement with previous work. The advantage of the combined EE-

MCMM and MM method is that the number of quantum mechanical calculations required for the active subsystem is very 

small compared to straight direct dynamics. 
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1. Introduction 

Combined quantum mechanical and molecular mechanical (QM/MM) methods have provided 

powerful means for studying chemical reactions in solution, enzymes, and solids.1-35 In this approach, an 

active zone, which can be a solute molecule or the reaction center involved in the formation and 

breaking of chemical bonds, is described quantum mechanically, while the surroundings (e.g., the 

solvent or protein environment) are treated by using a molecular mechanics (MM) force field. When the 

system contains a large number of atoms, a statistical sampling method such as molecular dynamics 

(MD) or Monte Carlo simulation is required. However, the high computational cost of high-level ab 

initio or density functional QM calculations prevents carrying out QM/MM MD simulations for most 

catalytic and other condensed-phase reactions with reliable accuracy and adequate sampling. 

Recently, we proposed a new method called electrostatically embedded multiconfiguration 

molecular mechanics (EE-MCMM) for generating global or semi-global potential energy surfaces 

(PESs) in the presence of an electrostatic potential.36  The new method is based on QM/MM 

methodology, and it extends domain of applicability of the multiconfiguration molecular mechanics 

(MCMM) method,37 which has been successful37-44 in describing semi-global potential energy surfaces 

of gas-phase reactions and calculating their reaction rates with multidimensional tunneling contributions. 

Because the method is efficient, we can use DF/MM, that is, QM/MM with the QM level being density 

functional theory. We applied the new method to the symmetric bimolecular reaction 

3 3Cl  + CH Cl ClCH  + Cl− −′ ′→  in aqueous solution; this reaction is a standard test case that has been 

investigated with various theoretical methods.2,45-68  We compared the EE-MCMM potential energy 

with the directly evaluated electrostatically embedded QM energy, for which we used geometries and 

electrostatic potentials calculated by the RISM-SCF method,69-71 and we found that the potential energy 

in aqueous solution calculated by the new method is very close to that calculated directly without any 

fitting, although the EE-MCMM calculations required only a limited amount of electronic structure 

information for the gas-phase reaction in a field and no liquid-phase electronic structure calculations.  
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In the present paper, we develop the EE-MCMM method further. We apply the EE-MCMM 

method to full QM/MM molecular dynamics (MD) simulations by replacing the electrostatically 

embedded QM energy with the EE-MCMM energy; we label the resulting potential energy surface as 

EE-MCMM/MM. EE-MCMM can reproduce global PESs calculated by high-level QM calculations in 

the presence of an electrostatic potential with a computational cost that is much lower than the cost of 

direct dynamics. Therefore, EE-MCMM/MM MD simulations can be carried out with high-level QM 

calculations, and adequate sampling is possible even when one uses high-level QM methods for a 

process requiring rare-event sampling (such as umbrella sampling). 

The organization of the article is as follows. In the next section, we describe the theoretical 

methods employed here and derive the equations needed for the EE-MCMM/MM MD simulations. We 

then apply the EE-MCMM/MM method to the 3 3Cl  + CH Cl ClCH  + Cl− −′ ′→  reaction in aqueous 

solution. In section 3, we present the computational details, and in section 4 we present and discuss the 

results of the calculations; the potential of mean force (PMF) is calculated, and the free energy of 

activation is compared with previous work. We also calculate the interaction energy and the radial 

distribution function between the QM and MM regions at the reactant and transition state. The 

conclusions are summarized in section 5. 

 

2. Theoretical method 

          Our goal is to calculate the Born-Oppenheimer potential energy surface V  of a large system 

divided into a QM zone with QMN  atoms and a MM zone with MMN  atoms. The first component of V  

is the electrostatically embedded QM energy EEQMV . We adopt a site-site representation of the QM/MM 

electrostatic interaction.67,69,72-75 Then we have  

 ( )EEQM T
0

ˆˆ,V H= Ψ + ΨR Φ Q Φ , (1) 
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where R  stands for the collection of the coordinates aR  ( )QM1, 2, ,a N=  of atoms in the QM region, 

Ψ  is the electronic wave function, 0Ĥ  is the electronic Hamiltonian (including nuclear repulsion) of the 

QM region, Q̂  is the population operator vector of order QMN  whose components ˆ
aQ  are the 

population operators that generate the partial charges aQ  on QM atomic sites a , 

 ˆ
a aQ Q= Ψ Ψ , (2) 

and Φ  is the electrostatic potential distribution, which is an vector or order QMN , each of whose 

components aΦ  is the electrostatic potential at atom a  from the MM region, 

 ( )
MM MM

M
M

M
M

1
,

N
A

a
A a A

Q
=

Φ =
−

∑ R R
R R , (3) 

where MMR  is the collection of the coordinates MM
AR of atom A  in the MM region, and MM

AQ  is the 

effective charge of MM atom A . Note that the first derivative of EEQMV   with respect to aΦ  is given 

by73 

 
EEQM

ˆ
a a

a

V Q Q∂
= Ψ Ψ =

∂Φ
. (4) 

Since details of the EE-MCMM method are presented elsewhere,36 we describe the method only 

briefly in this Letter. The potential energy in EE-MCMM is the lowest eigenvalue of a 2 2×  diabatic 

Hamiltonian matrix, 

 ( ) ( ) ( )
( ) ( )

11 12EE-MCMM

12 22

, ,
,

, ,
U U
U U
⎛ ⎞

= ⎜ ⎟
⎝ ⎠

q Φ q Φ
U q Φ

q Φ q Φ
, (5) 

where ( )11 ,U q Φ  and ( )22 ,U q Φ  are analytic functions that describe EEQMV  in the regions of reactants 

and products, ( )12 ,U q Φ  is explained in the next paragraph, and we use nonredundant or redundant 
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internal coordinates76 q  to represent the nuclear coordinates of the QM subsystem. The lowest 

eigenvalue of Eq. (5) is given by 

 ( ) ( ) ( )( ) ( ) ( )( ) ( )
1

2 2 2EE-MCMM
11 22 11 22 12

1, , , , , 4 ,
2

V U U U U U
⎧ ⎫⎪ ⎪⎡ ⎤= + − − −⎨ ⎬⎢ ⎥⎣ ⎦⎪ ⎪⎩ ⎭

q Φ q Φ q Φ q Φ q Φ q Φ . (6) 

We evaluate EE-MCMMV  and its derivatives in terms of the internal coordinates ;q 37,77 then we transform 

the derivatives to the Cartesian coordinate system :R  ( )EE-MCMM , →V q Φ  ( )EE-MCMM ,V R Φ .  

The evaluation of ( )12 ,U q Φ  is the key feature of the EE-MCMM algorithm. It is based on a set of 

interpolation nodes called Shepard points ( )( ) ( ), ,k kR Φ  where 1, 2,…, .k N=  We evaluate 

( ) 2
12 , ;U k⎡ ⎤⎣ ⎦q Φ  by a second-order Taylor expansion around each Shepard point ( )( ) ( ),k kR Φ , where the 

Taylor series coefficients are determined such that EE-MCMMV  reproduces EEQMV  and its first and second 

derivatives with respect to q  and Φ  at Shepard point ( )( ) ( ),k kR Φ .  Then we construct ( )12 ,U q Φ  at any 

arbitrary geometry by Shepard interpolation78,79 of these expressions. 

          The total potential energy V  is obtained in the EE-MCMM/MM method by replacing the 

electrostatically embedded QM energy EEQMV  in the conventional QM/MM method with the EE-

MCMM potential energy EE-MCMMV ; this yields 

 ( ) ( )( ) ( ) ( ) ( )EE-MCMM QM/MM QM/MM MMMM MM MM
v

MM MM
v aldW ,, , , ,V V V VV= + + +R R R Φ R R R R R RR , (7) 

where QM/MM
vdWV  and QM/MM

valV  are respectively the van der Waals and valence interaction energies between 

QM and MM regions, and MMV  is the MM potential energy. MD simulations require the first 

derivatives of V  with respect to R  and MMR . These derivatives are given by  

 
QM/MM QM/MMEE-MCMM EE-MCMM

vdW vala

a a a a a a

V VV V V ∂Φ ∂ ∂∂ ∂ ∂
= + + +

∂ ∂ ∂Φ ∂ ∂ ∂R R R R R
, (8) 
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and 

 
QM QM/MM QM/MMEE-MCMM MM

vdW val
MM MM MM MM MM

1

N
a

aA a A A A A

V VV V V
=

∂Φ ∂ ∂∂ ∂ ∂
= + + +

∂ ∂Φ ∂ ∂ ∂ ∂∑R R R R R
 (9) 

The terms involving QM/MM
vdWV , QM/MM

valV  , and MMV are the same as in any other QM/MM method and 

need not be discussed. The derivative of aΦ  are obtained analytically from Eq. (3). The first term of Eq. 

(8) is obtained analytically.37,77 
EE-MCMM

a

V∂
∂Φ

, which is obtained by differentiating EE-MCMMV  of Eq. (6) 

with respect to aΦ  as in Eq. (4) and equals the partial charge EE-MCMM
aQ . Therefore, we can regard the 

electrostatic interaction between the QM and MM regions as 

 
QM

QM/MM EE-MCMM
ele

N

a a
a

V Q= Φ∑ , (10) 

where 

 
EE-MCMM

EE-MCMM
a

a

VQ ∂
≡

∂Φ
. (11) 

  

3. Computational details 

We applied the EE-MCMM/MM method to the reaction 3 3Cl  + CH Cl ClCH  + Cl− −′ ′→  in 

aqueous solution. We took the difference between the two C-Cl distances as the reaction coordinate,  

 CCl CClz R R′= − . (12) 

          Since the computational details of the EE-MCMM calculation in the present study are almost the 

same as those in the previous study,36 we here describe them only briefly. We used the MPW1K density 

functional80 for the electronic structure calculations on the QM subsystem. The basis set is 6-31G(d,p) 
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for C and H atoms and 6-31+G(d,p) for Cl. We choose the population operator ˆ
aQ  according to Charge 

Model 4 (CM4).81 All the electronic structure calculations were performed by a modified GAMESSPLUS82 

computer code based on the GAMESS quantum chemistry package.83 In the EE-MCMM calculations, we 

used a modified36 MM3 force field84-86 for the diagonal elements. All the EE-MCMM calculations were 

carried out by a new version of the MC-TINKER program.77 

 The only difference between the present and previous studies is the number of Shepard points 

used in the EE-MCMM calculation.  In the previous study, we used the electronic structure information 

at 12 Shepard points: 3 stationary points (the precursor ion-dipole complex, the saddle point, and the 

successor ion-dipole complex), 8 nonstationary points along the minimum energy path (MEP), and 1 

nonstationary point on the concave side of the reaction path. The ion-dipole complexes in the gas phase 

are located at 1.378z = ± Å in the MPW1K calculation, and these 12 Shepard points are placed at 

1.378z ≤ Å. To reproduce the PES at 1.378z ≥ Å, 2 additional Shepard points were added at 

1.75z = ± Å; the remaining coordinates for these two additional points were optimized by direct gas-

phase calculations. (Without these 2 additional Shepard points, total energy in the EE-MCMM/MM MD 

simulation was not conserved well at large z .) The locations of all 14 Shepard points and the direct 

MEP are shown in Fig. 1. Note that 6 of the points are related to 6 others by symmetry, so one needs to 

calculate only 8 Hessians as input to EE-MCMM. Note that although the application is to a condensed-

phase reaction, only electronic structure information for the gas-phase reaction is used.  

          For the QM/MM van der Waals interaction energy QM/MM
vdWV , we used Lennard-Jones potentials. 

The Lennard-Jones parameters for the solute atoms were taken from the AMBER force field,87 and the 

TIP3P model88 was used for solvent water molecules. 

          The EE-MCMM/MM MD simulation calculations were performed with periodic boundary 

conditions by the AMBER 9 package89 combined with the MC-TINKER program. A cubic unit cell was used 

with a box length of 31.2 Å; this contains one solute ( 3Cl  + CH Cl− ′ ) and 1021 water molecules with a 

density of 1.0 g/cm3 for water molecules. For the long-range electrostatic interaction, we used the 
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tapering method implemented in the TINKER program,90 where the electrostatic interaction smoothly 

becomes zero at 15 Å. A cutoff of 15 Å was also employed for the Lennard-Jones interactions. The 

equations of motion were integrated by the velocity Verlet method91 with a time step of 0.5 fs at the 

temperature of 300 K. The SHAKE algorithm92 was used to fix the intramolecular distances of the water 

solvent molecules.  

          To calculate the PMF along the reaction coordinate, we used the umbrella sampling method. We 

employed 21 umbrella sampling windows along the reaction coordinate z  with harmonic restraining 

force constants 30-90 kcal mol-1 Å-2. For each umbrella sampling window, we began with a 10 ps MD 

trajectory calculation for equilibration, followed by 40 ps calculation for statistical sampling. The 

probability distributions for each window were pieced together with the weighted histogram analysis 

method (WHAM)93-95 to compute the PMF. 

 

4. Results and discussion 

          The calculated aqueous PMF is presented in Fig. 2. We also show the gas-phase potential energy 

profile along the reaction coordinate of the gas-phase reaction in Fig. 2. The two curves are quite 

different because of the solute-solvent interaction. The free energy barrier between the reactant 

( 2.0z = −  Å) and the transition state (TS)  ( 0.0z =  Å) is found to be 25.3 kcal/mol, which agrees well 

with the experimental96 activation free energy, 26.6 kcal/mol, and with previous46 theoretical work.  

In order to understand the differences of the QM/MM electrostatic interaction energy at the 

reactant and at the TS, we compared the contributions from the individual solute atoms according to Eq. 

(10). Note that the partial charges as well as the electrostatic potentials fluctuate in the EE-MCMM/MM 

MD simulation; therefore we averaged EE-MCMM
a aQ Φ  over the trajectories corresponding to a finite 

interval around a given value of .z  (In particular, the trajectories with 0.05−  Å z≤ ≤ 0.05  Å were 

averaged to obtain the value for the TS, 0.0z =  Å, and the trajectories with 2.0z = −  Å 0.05±  Å were 

averaged for the reactant, 2.0z =  Å) The results are shown in Table 1. The table shows that the chloride 
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anion in the reactant interacts strongly with the solvent. In fact, the radial distribution functions between 

the chloride in the solute and the hydrogen atoms of water show much different character for the 

reactant and the TS (Fig. 3). The sharp peak between the chloride anion and hydrogen at the reactant is a 

signature of the strong hydrogen bonding. There are no peaks in the first solvation shell between the 

chlorine atom of 3CH Cl  and hydrogen. The standard deviations of the QM/MM electrostatic interaction 

energies are also shown in Table 1. The ratio of the standard deviation to the value of EE-MCMM
Cl ClQ Φ  at 

the TS is larger than that at the reactant. These fluctuations of the interaction energies are related to the 

fluctuations of the charges; the charge fluctuation at the reactant is smaller because the charge of the 

chloride anion is almost equal to 1 in the MD simulation, with a standard deviation of only 0.005, 

whereas the average value of the charge on either chlorine at the TS is 0.703, with a standard 

deviation of 0.034. This may be compared to the gas-phase charge on the chlorine at the gas phase TS, 

which is 0.645. 

We present equipotential contour plots of the EE-MCMM potential energy and ( )12 ,U q Φ  in 

Figs. 4 and 5. The abscissa is taken as the reaction coordinate z , and the ordinate is (a) the sum of the 

length of the two C-Cl bond, CCl CClw R R ′= + , (b) the length of the C-H bond, CHR , (c) the difference 

between the electrostatic potential on the Cl atom and that on the Cl′  atom, Cl Clω ′= Φ −Φ , and (d) the 

electrostatic potential on the Cl atom, ClΦ , respectively. The remaining coordinates are taken from the 

gas-phase TS geometry ( CH 1.065R = Å, 4.594w = Å, and HCCl HCCl 90′∠ = ∠ = ), and the remaining 

electrostatic potentials in the electrostatic potential distribution are taken from the average electrostatic 

potential during the EE-MCMM/MM MD simulation at the TS ( C 3.444Φ = V, H 3.314Φ = V, 

Cl Cl 4.162′Φ = Φ = V, and, in the case (c), Cl Cl 8.324′Φ +Φ = V). The change of 12U  is smaller than that 

of the EE-MCMM potential energy because the diagonal terms 11U  and 22U  can describe the main 

change of the EE-MCMM potential energy at the reactant and product. Although the effects of the 

electrostatic potential Φ  on 12U  are smaller, 12U  surely depends on Φ . Therefore, it is important to 
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consider the dependence of  12U  on the external electrostatic potential Φ . Table 2 shows average values 

and standard deviations of the matrix elements of EE-MCMMU  and the EE-MCMM potential energy 

EE-MCMMV  at the TS in the EE-MCMM/MM MD simulation. The standard deviation of 12U  is smaller 

than that of EE-MCMMV , which indicates that the change of 12U  is smaller than that of EE-MCMMV  as in the 

case of Figs. 4 and 5. 

In previous work42 two different strategies, called QM/MM-MCMM and MCMM/MM, were 

proposed for combining MCMM with MM, and QM/MM-MCMM was applied to the reaction of 

complex molecules in the gas phase. The number MMN  of MM atoms in these examples was 4 and 24. 

The present EE-MCMM/MM approach is more similar to MCMM/MM; however, it eliminates the chief 

drawback of MCMM/MM, namely that it corresponds to mechanical embedding, whereas EE-

MCMM/MM corresponds to electrostatic embedding. This was an unfortunate disadvantage of 

MCMM/MM because it had the attractive feature of requiring one to handle only QM QM3 3N N×  

Hessians whereas the Hessian size in QM/MM-MCMM is ( ) ( )QM MM QM MM3 3N N N N+ × + , which 

would be cumbersome (unless simplifying approximations were made) for simulating enzyme-catalyzed 

reactions for which MMN  is larger than QMN  by factor of 102 or 103. The need for electrostatic 

embedding rather than mechanical embedding has been emphasized elsewhere5,8,10,15,17,33,34,97 and the 

arguments need not be repeated here. EE-MCMM/MM includes electrostatic embedding, but it keeps 

the QM Hessian size manageable, at QM QM4 4N N× . Note that the simulations reported here involve 

1.05 ns of simulation time with a time step of 0.5 fs. Since the velocity Verlet algorithm requires one 

gradient per step, the total number of gradient calculations is 62.1 10× . In a direct dynamics calculation 

this would require 62.1 10×  electronic structure gradients. However, the EE-MCMM input is only eight 

24 24×  Hessians. If the Hessians with respect to coordinates were evaluated by central differences of 

gradients and the Hessians with respect to electrostatic potentials were evaluated by central differences 

of charges, this would require only 32.7 10×  gradient calculations and 32.1 10× charge calculations. The 
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effort for QM calculations is thereby reduced by more than a factor 500. (Note that because the first 

derivatives with respect to the electrostatic potentials are the partial charges, as shown in Eq. (4), the 

computational cost to calculate them is much lower than that to calculate the first derivatives with 

respect to the coordinates. Note also that if the symmetry of the solute molecule is considered, the 

number of gradient calculations is much lower.) If analytic Hessians98 or partial Hessians39 are 

employed, the savings are even greater, and if simulation times longer than 1.05 ns are considered, the 

electronic structure cost for direct dynamics is proportional to simulation time whereas the electronic 

structure cost of EE-MCMM is fixed. 

 

5. Conclusion 

          In the present study, we presented a combined EE-MCMM and MM method by replacing the 

electronically embedded QM energy in QM/MM with the EE-MCMM potential energy. We illustrated 

this method by applying it to carry out a molecular dynamics simulation of the reaction 

3 3Cl  + CH Cl ClCH  + Cl− −′ ′→  in aqueous solution using hybrid DFT for the QM region. We used these 

EE-MCMM/MM MD simulations to compute the PMF. The free energy barrier is calculated to be 25.3 

kcal/mol, which is in good agreement with the experimental estimates. We also compared the 

contribution from the individual solute atoms of the QM/MM electrostatic interaction energy. 

           Based on the present results, we conclude that the EE-MCMM/MM method is a very powerful 

tool for studying reactions in the condensed phase. It is noteworthy that it is straightforward (using, for 

example, link atom methods that have been extensively developed2,3,6,8,10,17,20,29,97,99-101 in the context of 

previous QM/MM methods) to apply this method to a system that involves covalent bonds between the 

QM and MM regions, such as many reactions catalyzed by enzyme or heterogeneous catalysts. 
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Table 1. Contributions to the QM/MM electrostatic interaction energy from individual solute atoms (in 
kcal/mol). Values in parentheses are standard deviations. 

 Reactant Transition State 

EE-MCMM
C CQ Φ    -14.3 (3.8)       0.8 (2.1) 

EE-MCMM
H HQ Φ       6.3 (1.3)     10.0 (1.1) 

EE-MCMM
Cl ClQ ′ ′Φ      -3.4 (2.7)    -67.7 (9.4) 

EE-MCMM
Cl ClQ Φ  -149.6 (10.0)   -67.7 (9.4) 

total -148.4 (10.4) -104.7 (8.6) 

 



 21

 

Table 2. Average values and standard deviations of matrix elements and EE-MCMM energy at the TS 
in the EE-MCMM/MM MD simulation. 

 Average Standard deviation 

11 22,U U  -47.7 11.7 

12U   49.0  2.1 

EE-MCMMV  -97.2  8.6 
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Figure 1. Gas-phase calculations: two-dimensional representation of the direct MEP and the location of 

Shepard points for the EE-MCMM calculation. Filled circles are stationary points, open circles are 

nonstationary Shepard points used in the previous and present studies, open squares are nonstationary 

Shepard points used in the present study. 

Figure 2.  Potential energy profile of the 3 3Cl  + CH Cl ClCH  + Cl− −→  reaction in the gas phase (solid 

line) and potential of mean force of the reaction in the aqueous solution (dashed line). The gas-phase 

curve is relative to its value at z = −∞ , and the aqueous curve is relative to the value at reactants, at 

2.0z = − Å. 

Figure 3. Radial distribution functions between the chloride in the solute and the hydrogen in solvent 

water: reactant Cl H−  (solid line), reactant Cl H′ −  (dashed line), and TS Cl H−  (dotted line). 

Figure 4. Equipotential contours of the EE-MCMM potential energy. The abscissa is the reaction 

coordinate z . The ordinate is (a) the sum of the length of the two C-Cl bonds, CCl CClw R R ′= + , (b) the 

length of the C-H bond, CHR , (c) the difference between the electrostatic potential on the Cl atom and 

that on the Cl′  atom, Cl Clω ′= Φ −Φ , and (d) the electrostatic potential on the Cl atom, ClΦ , respectively. 

Contour labels are in kcal/mol. Contours are spaced (a) from -100 to -70, (b) from -95 to -65, (c) from   

-115 to -80, and (d) from -120 to -75 by 5 kcal/mol. The zero of energy is at infinitely separated 

reagents in the gas phase. 

Figure 5. Equipotential contours of ( )12 ,U q Φ . The axes are the same as in Fig. 4. Contour labels are in 

kcal/mol. Contours are spaced (a) from 15 to 45, (b) from 25 to 55, (c) from 10 to 45, and (d) from 5 to 

50 by 5 kcal/mol. 
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M. Higashi and D. G. Truhlar, Figure 1. 
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M. Higashi and D. G. Truhlar, Figure 2. 
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M. Higashi and D. G. Truhlar, Figure 3. 
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M. Higashi and D. G. Truhlar, Figure 4. 
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M. Higashi and D. G. Truhlar, Figure 5. 

 


