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Abstract.   

In the present study, we comparatively assessed the newly developed M05 

functional against a data set of reaction energies for transition-metal chemistry. The 

functionals to which we compare are BLYP, B3LYP, B97-2, MPWLYP1M, TPSS, and 

TPSSh. We draw the following conclusions: 1) TPSS gives the best performance for 

calculating the binding energies of three transition metal dimers (Sc2, Ni2, and V2) that 

have severe multi-reference character. 2) B97-2 gives the best performance for 

calculating the binding energies of the nine metal-ligand diatomics (three monohydrides, 

three monoxide, and three monofluorides). 3) M05 gives the overall best performance for 

all 18 data in the assessment, and it has an MUE 55% lower than the popular B3LYP 

functional. Since the M05 functional also gives good performance for main-group 

thermochemistry, for noncovalent chemistry, and for calculating barrier heights, M05 can 

be applied to a wide range of problems where non-hybrid functionals or functionals 

designed for kinetics fail.  
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1.  Introduction 

Transition-metal chemistry underlies a number of catalytic processes in chemical 

and biological systems, and the 2005 Nobel Prize in chemistry was awarded for 

pioneering work in metathesis in which transition metal chemistry plays a key role.  

However, an accurate theoretical description of systems involving transition metals is a 

highly demanding computational task due to the strong multi-reference character of their 

electronic wave function and the non-dynamical electron correlation in these systems. 

Density functional theory (DFT)1-58 has had considerable success4,13 in treating transition-

metal systems due to its excellent performance-to-cost ratio and due to the fact that DFT 

exchange functionals based on local ingredients (e.g., spin density, density gradient, and 

kinetic energy density) contain a certain amount of nondynamical correlation.14,22 

However, one notable failure of the local DFT methods is the underestimation of reaction 

barrier heights. This seems to be correctable only by admixing Hartree-Fock exchange, 

which makes the functional nonlocal.   

The DFT methods on the first three rungs of  “Jacob’s ladder”23 have no nonlocal 

character and are not suitable for calculating barrier heights; they give a mean unsigned 

error greater than 7 kcal/mol on a recent barrier height database.42 Recently several DFT 

methods on the fourth rung have been developed for kinetics, for example, MPW1K,21 

BB1K,34 MPWB1K,36 BMK,35 and PWB6K.42 These functionals have a large percentage 

of Hartree-Fock exchange (more than 40%), and they can accurately predict barrier 

heights with mean unsigned errors of about 1.4 kcal/mol.34-36,39,42 However, a large 

amount of nondynamical correlation is lost in these functionals due to the replacement of 

local exchange by of the large amount of Hartree-Fock exchange, and they fail badly for 
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many transition metal systems.41,53,55 Recently we developed a functional, M05,54,58 

which has been shown to give good performance for both kinetics and transition metal 

systems. 

More recently, Furche and Perdew57 investigated the performance of the BP86, 

PBE,11 TPSS,28 TPSSh,29 and B3LYP9 DFT functionals for bond energies, structures, 

dipole moments, and harmonic frequencies of 3d transition-metal compounds; the 

methods were assessed by comparison with experiments. They also compiled a reference 

energetic data set for 3d transition-metal thermochemistry with data selected based on 

diversity and on the quality of the experimental data. In the present article, we assess the 

M05 functional against this reference data set. We also present results for three other 

functionals that were not tested in Furche and Perdew’s paper, in particular, we include 

the BLYP,2,3 B97-2,25 and MPWLYP1M53 functionals because of their encouragingly 

good performance in previous assessments.41,53 

Section 2 describes the computational methods. Section 3 presents results and 

discussion, and Section 4 has concluding remarks. 

2. Computational Methods 

All calculations are performed self-consistently using a locally modified version of 

the Gaussian03 program.59 We tested the newly developed functional M05,54,58 which is 

a hybrid (H) meta (M) generalized gradient approximation (GGA) functional, because of 

its good performance for transition metal systems and main-group systems. MGGA 

functionals, such as TPSS, are semilocal (a special case of local) but HMGGA 

functionals, like M05 and TPSSh, are nonlocal. We also tested one GGA functional, 

namely BLYP. BLYP gives good performance41 for calculating the bond energies of 
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transition metal dimers when it is employed with an effective core potential. We also 

tested two hybrid GGAs, namely MPWLYP1M53 and B97-2,25 both of which show good 

performance53 for calculating the energetics of transition metal systems when employed 

with a triple-zeta-quality basis set.  

We tested these four functionals for the Furche-Perdew data set of 18 data, which 

consists of the  dissociation energies (De) of three transition metal dimers (Sc2, V2, and 

Ni2), De of three monohydrides (CrH, MnH, and CoH), De of three monoxides (TiO, 

MnO, and CuO), De of three monofluorides (ScF, CrF, and CuF), four nondissociative 

reaction energies, and two De values for the transition metal complexes with π-bound 

ligands (ferrocene (FeCp2) and bis(benzenene)chromium (CrBz2)). 

For all four functionals, we employed a quadruple-zeta-quality basis set, QZVP, 

developed by Weigend et al.,60 and TPSS/QZVP geometries. For the purpose of 

comparison, we also present results for the M05 functional as obtained with the 6-

311+G* basis set both with the TPSS/QZVP geometries and also with geometries 

consistently optimized at the M05/6-311+G* level.  There are various motivations for 

looking at accuracies attained with a variety of basis sets. Although one can argue that the 

results obtained with the largest basis set provide the purest test of the functional itself, 

one can also argue that averaging errors over two or more basis sets tests the robustness 

of predictions in a practical context where one cannot always afford the largest basis set. 

(This aspect is well appreciated in WFT studies. It is only a small comfort that full 

configuration interaction is an excellent method (it is exact) for a complete basis set 

because one cannot afford a complete basis set; therefore one values methods that give 

useful results even for a medium-quality basis set.) Finally we mention that the 
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combination of a density functional and a basis set can be the basis of a model 

chemistry,61 and understanding the quality of the predictions of a model chemistry 

provides essential guidance for practical computational chemistry. 

3. Results and Discussion 

In this section, we gauge the quality of the results by calculating mean unsigned 

error (MUE) and mean signed error (MSE).  

Table 1 presents results obtained with the QZVP basis set. For the binding energies 

of the tested transition-metal dimers, the TPSS MGGA shows best performance, followed 

by the MPWLYP1M HGGA. The other hybrid functionals, M05, B97-2, and B3LYP, 

underbind all three dimers. The Sc2 dimer is a difficult case, and all tested functionals 

underbind this dimer. In a previous paper, we have shown that nondynamical correlation 

is important in the Ni2 and V2 dimers; both have large B1 diagnostic values.53 

For calculating the binding energies of the monohydrides, monoxides, and 

monofluorides, the hybrid functionals gives better performances than the pure ones. In 

particular, B97-2, M05, and B3LYP predict more accurate binding energies than TPSS 

and BLYP for these compounds.  

Four of the remaining six data in Table 1 are more general reaction energies, that is, 

energies of reaction more general than just bond dissociations. The semi-local functionals 

(TPSS and BLYP) and hybrid functionals (TPSSh, MPWLYP1M, TPSSh, B97-2, and 

M05) give similar performance for these final six data. 

When we consider the average errors for the full set of data, an encouraging result 

is that the M05 functional gives the lowest MUE (7.8 kcal/mol) and lowest maximum 

error, although there is 28% Hartree-Fock exchange in the M05 functional. Note that 
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M05 also gives good performance for thermochemistry and kinetics for main-group 

compounds.54,58 The good performance of B97-2 on the data set of Table 1 is consistent 

with our previous findings.41,53 

The effects of geometry and basis sets are shown in Table 2. Decreasing basis set 

size from QZVP to 6-311+G*, the MUE for the M05 functional only increases from 7.8 

to 8.0 kcal/mol, although there are some large differences for individual cases (e.g., V2 

and Ni2).  The M05/6-311+G* calculation with the consistently optimized geometries 

gives an MUE of 7.6 kcal/mol; the largest difference (5.1 kcal/mol) occurs for the Ni2 

dimer. We recalculated the binding energy of Ni2 at the M05/QZVP//M05/QZVP level of 

theory, and we obtained a De of 44.8 kcal/mol for the Ni2 dimer. If we use this De to 

calculate MUE for the M05/QZVP method, we obtain an MUE of 7.3 kcal/mol.  The 

results in Table 2 confirm that the comparative study in Table 1, based on TPSS/QZVP 

geometries, gives meaningful trends. 

A few added comments on the nature of the present comparison are in order. In our 

previous systematic studies of transition metals, with Schultz,41,53 special care was taken 

to include only the experimental data that we judged most accurate. We were hesitant to 

include Sc2 for that reason. Within the constraints of using reliable data, though, we tried 

for broad diversity. Since both unspecified experimental errors and the diversity and 

representativeness of our data set were questioned by Furche and Perdew,57 in the present 

test we used their data set, with no substitutions, to provide a test of functionals against 

an alternative standard. Furthermore we used the same basis set that Furche and Perdew 

selected for testing TPSS, the functional that they recommend. It is encouraging that two 

functionals (M05 and MPWLYP1M) that we proposed prior to the publication of this 
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new reference set of benchmark reaction energies both have smaller mean unsigned 

errors and maximum absolute errors than TPSS, as does B97-2. 

Although the present study employed very large basis sets, one of the advantages of 

DFT is that one can often obtain very useful results with smaller polarized, augmented 

triple-zeta and even polarized, augmented double zeta basis sets, and we refer the 

interested reader to previous studies for quantitative tests of the quality attainable with 

such practically important basis sets. 

The seven functionals tested in this study have now been applied to a broad set of 

databases. Table 3 compares their performance very broadly over six recently studied 

databases: 

• 3dRE18 is the 3d transition metal reaction energy set57 of 18 data. The 

errors are from Table 1. 

• MBE30 is the set of 30 metal bond energies for metal-metal41 and metal-

ligand bonds.53 The error shown is the average mean unsigned error.53,54 

• MGT135 is the set of 135 main group thermochemistry data based on bond 

energies, ionization potentials, and electron affinities.62 The error shown is 

the total mean unsigned error for the MG3S basis set with QCISD/MG3 

geometries.36,42 

• NCBE31 is the set of 31 noncovalent binding energies including hydrogen 

bonding, charge transfer complexes, dipole interactions, weak interactions, 

and π···π stacking.42 The error shown is the mean mean mean unsigned 

error.42 
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• HTK57 is the set of 57 hydrogen transfer kinetics data consisting of 38 

barrier heights and 19 energies of reaction.38 The error shown is the average 

mean unsigned error. 

• NHTBH38 is the set of 38 non-hydrogen-transfer barrier heights for heavy 

atom transfer, nucleophilic substitution, association, and unimolecular 

reaction.39 The error shown is the mean unsigned error.39 

The final column of Table 3 is based on all 310 data and is obtained by taking the 

unweighted average of the six previous columns. Table 3 shows that M05 has the best 

performance over a broad assortment of energetic data. 

 

4. Concluding remarks 

In the present study, we comparatively assessed the newly developed M05 

functional against a data set for transition-metal chemistry. We draw the following 

conclusions. 

a) For the three transition metal dimers (Sc2, Ni2, and V2) that have severe 

multi-reference character, TPSS gives the best performance for calculating 

the binding energies. 

b) B97-2 gives the best performance for calculating the binding energies of 

the 9 transition-ligand diatomics (three monohydrides, three monoxides, 

and three monofluorides) 

c) M05 gives the overall best performance for all species, and it has an MUE 

55% lower than the popular B3LYP functional. 
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Since the M05 functional also gives good performance for main-group thermochemistry, 

for noncovalent chemistry, and for calculating barrier heights,54,58 M05 can be applied to 

a wide range of problems where non-hybrid functionals fail. For example, to calculate 

barrier heights involving transition metal compounds and organic molecules, as in 

catalysis, M05 is the best choice because the non-hybrid functionals seriously 

underestimate39 barrier heights, and the functionals designed for kinetics (BB1K, 

MPWB1K, BMK, …) fail41,53,55  badly for some bond energies involving transition metal 

compounds.  
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Appendix: Atomic energies 

Transition metal chemistry is complicated by the large number of low-lying 

electronic states, and DFT methods do not always predict the same ground states for the 

atoms as higher-level calculations or as are observed experimentally.  In this paper, we do 

not force the atoms to have electronic configurations that agree with experimental results, 

but rather we always chose the atomic references to be the ones with the lowest energies 

for each method. We calculated the atomic energies with several different guesses for 

each atom to ensure that we had found the lowest-energy electronic configuration for 

each method. This leads to another complication, namely that the optimal DFT 

determinant for an open-shell system is not necessarily an eigenfunction of 2Ŝ , where S 

is total electron spin, and a caret denotes an operator. The determinant is, however, an 

eigenfunction of ˆzS  with eigenvalue sM . Thus, when one say, for example, that one 

has a “quartet” state, it simply means that 3 / 2sM =  , not that the expectation value of 

2Ŝ  is 3.75 (which is the value of S(S+1) when S=3/2). Furthermore, the optimized 

orbitals do not necessarily transform as pure spherical harmonics, that is, they may be 

hybrid orbitals rather than pure s, p, or d orbitals. This is further complicated by the fact 

that the calculations carried out with Oh symmetry, not with the full O(3) group. When 

the optimum orbitals are hybrid orbitals, the solution to the DFT equations is said to 

break symmetry. When no symmetry breaking occurring, the predicted atomic ground 

states may be Ns2(N-1)dn-2, Ns1(N-1)dn-1, or (N-1)dn pure states,  where N is the highest 

principal quantum number of the atom, and n is the number of electrons beyond the 

previous rare gas number. When symmetry breaking occurs, a nominal configuration is 

assigned by analyzing the DFT density matrix by natural atomic orbital analysis.63,64 Note 
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that the natural atomic orbital analysis employs symmetry averaging to obtain pure s, p 

and d orbitals.63 

We can make this clearer by discussing calculations on the 3 / 2sM = ground state 

of vanadium atom. When we use the double-zeta-quality or triple-zeta-quality basis sets 

of our previous work,41 we obtain essentially pure-symmetry orbitals in Oh symmetry for 

both the BLYP and B97-2 functionals. Natural atomic orbital analysis shows that the 

nominal configuration is a 4s13d4 state with the BLYP functional, and a 4s23d3 state with 

the B97-2 functional. Note that the latter arise from 4s13d3 in the α manifold and 4s in the 

β manifold. When the B97-2 calculation is repeated with the larger QZVP basis set used 

in the present paper, the highest-energy occupied α orbital and the highest-energy 

occupied β orbital break symmetry even in the Oh symmetry group, and the nominal 

configuration is found by natural atomic orbital analysis to be 4s1.73d3.3. Note that this 

arises from 4s0.73d3.3 in the α manifold and 4s in the β manifold. 

The predicted raw atomic energies and ground-state configurations with the QZVP 

basis set are summarized in Table 4. We also give the term symbol for the atomic ground 

state in those cases where DFT method predicts a pure state for that atom. In other cases 

we just give the nominal multiplicity, assigning it (as explained above) as 2 1sM +  

The results with the QZVP basis set may be summarized as follows: All tested DFT 

methods predict a pure ground state for Sc, Cr, Mn, and Cu. For Ti, only M05 predicts a 

pure ground state, 3d24s2 (3F), which agrees with the experimental results. M05 and B97-

2 predict a mixed state for V, whereas BLYP and MPWLYP1M predict a 3d44s1 state for 

V, which is not the experimental ground state for V.  M05 and B97-2 predict a pure 

ground state for Fe, whereas BLYP and MPWLYP1M predict a mixed state. All four 
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tested DFT methods predict a mixed ground state for Co. M05 and B97-2 predict a pure 

3d94s1 ground state for Ni, whereas BLYP and MPWLYP1M predict a mixed ground 

state for Ni. 
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Table 1: Binding energies (in kcal/mol) and mean errors with the QZVP basis sets.  

Molecule TPSS a B3LYP a TPSSh a M05 BLYP MPWLYP1M B97-2 Ref. data a 
Sc2 32.4 11.6 24.6 18.0 27.3 23.6 17.7 39.8 
V2 64.4 27.0 39.6 53.2 77.6 70.1 45.1 64.6 
Ni2 57.8 40.2 44.3 34.5 58.6 52.2 43.7 49.7 
CrH 57.4 54.9 55.9 56.3 57.3 57.8 55.0 45.7 
MnH 52.3 39.4 50.9 38.9 39.9 38.9 30.8 32.3 
CoH 64.3 61.6 62.9 58.1 61.6 61.1 61.7 46.6 
TiO 173.9 164.7 165.5 155.8 178.9 177.9 160.6 158.8 

MnO 120.1 93.8 106.5 78.4 119.4 113.3 85.4 91.1 
CuO 73.0 63.3 66.8 62.3 74.9 73.2 65.4 63.7 
ScF 151.4 143.0 146.5 146.8 146.9 146.3 139.2 143.0 
CrF 117.8 113.7 113.9 115.5 120.4 120.6 114.5 105.1 
CuF 99.4 93.1 95.9 95.6 98.7 98.5 97.6 102.5 

Fe2Cl4 → 2FeCl2 25.2 3.7 14.3 25.0 23.5 20.4 9.0 35.0 
CoCl3 → CoCl2 + ½Cl2 17.0 6.7 11.8 16.6 26.6 24.2 15.9 16.7 

Fe(CO)5 → Fe(CO)4 + CO 46.6 36.9 45.7 36.2 37.6 38.8 39.7 42.2 
Ni(CO)4 → Ni(CO)3 + CO 28.9 19.6 26.9 17.6 21.7 22.3 20.5 24.9 

½CrBz2 → ½Cr + Bz 38.7 13.4 32.2 31.1 23.0 22.7 22.8 31.8 
½FeCp2 → ½ Fe + Cp 94.8 67.9 88.0 79.1 78.4 76.8 75.2 80.1 

         
X b 0 20 10 28 0 5 21  

Max. Abs. Error 29.0 (MnO) 37.6(V2) 25.0(V2) 21.8(Sc2) 28.3(TiO) 22.2(MnO) 26.0(Fe2Cl4)  
MSE 7.8 -6.6 1.3 -3.0 5.5 3.6 -4.1  
MUE 10.2 12.0 9.7 7.8 10.6 9.5 8.3  

a The reference data and the results for TPSS, B3LYP, and TPSSh are taken from Furche and Perdew’s paper.57  

b  X denotes the percentage of Hartree-Fock exchange in each functional.
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Table 2: Effects of basis set and geometries. 

M05/6-311+G*// M05/6-311+G*// M05/QZVP// Molecules 
M05/6-311+G* TPSS/QZVP TPSS/QZVP 

Ref. data 

Sc2 15.6 15.5 18.0 39.8 
V2 50.7 49.7 53.2 64.6 
Ni2 47.1 42.0 34.5 49.7 
CrH 55.4 55.1 56.3 45.7 
MnH 38.1 37.7 38.9 32.3 
CoH 60.2 60.1 58.1 46.6 
TiO 156.2 156.0 155.8 158.8 

MnO 78.0 78.0 78.4 91.1 
CuO 62.6 61.9 62.3 63.7 
ScF 147.0 147.0 146.8 143.0 
CrF 116.6 116.2 115.5 105.1 

CuF 97.3 97.0 95.6 102.5 

Fe2Cl4 → 2FeCl2 24.0 23.4 25.0 35.0 

CoCl3 → CoCl2 + ½Cl2 21.5 21.0 16.6 16.7 

Fe(CO)5 → Fe(CO)4 + CO 36.8 36.9 36.2 42.2 

Ni(CO)4 → Ni(CO)3 + CO 18.6 18.4 17.6 24.9 

½CrBz2 → ½Cr + Bz 30.8 30.2 31.1 31.8 

½FeCp2 → ½ Fe + Cp 78.3 78.1 79.1 80.1 
     

MSE -2.2 -2.7 -3.0  
MUE 7.6 8.0 7.8  
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Table 3. Mean unsigned errors (kcal/mol) across multiple databases. 

Functional 3dRE18 MBE30 MGT135 NCBE31 HTK57 NHTBH38 Average a 
M05 7.8 b 6.5 c 1.0 c 0.5 c 1.4 c 2.1 b 3.2 
B97-2 8.3 b 7.6 d 1.0 e,f 1.2 f 2.2 c 2.2 g 3.7 
MPWLYP1M 9.5 b 6.1 d 1.6 b 1.2 b 4.8 b 8.4 b 5.3 
TPSSh 9.7 h 9.5 d 1.4 f 1.1 f 4.3 c 6.9 g 5.5 
TPSS 10.2 h 7.4 d 1.4 f 1.2 f 5.1 c 9.0 g 5.7 
B3LYP 12.0 h 12.6 d 1.4 e,f 1.1 f 3.1 c 4.6 g 5.8 
BLYP 10.6 b 6.6 d 1.9 f 1.6 f 4.9 c 9.1 g 5.8 

a average of six previous columns 

b present work 

c Ref. 54 

d Ref. 53 

e Ref. 36 

f Ref. 42 

g Ref. 39 

h Ref. 57 
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Table 4. Predicted raw energies (Hartree) and ground state configurations for 3d transition metals with the QZVP basis set.a 

M05   BLYP   MPWLYP1M   B97-2 Experimental Atom 
Energy Configuration  Energy Configuration  Energy Configuration  Energy Configuration Configuration 

Sc -760.64354 3d14s2 (2D)  -760.64332 3d14s2 (2D)  -760.65368 3d14s2 (2D)  -760.71248 3d14s2 (2D) 3d14s2 (2D) 

Ti -849.36475 3d24s2 (3F)  -849.38783 3d2.24s1.8 (3)  -849.39320 3d2.24s1.8 (3)  -849.46307 3d2.24s1.8 (3) 3d24s2 (3F) 

V -943.91391 3d3.44s1.6 (4)  -943.95327 3d44s1 (6D)  -943.95919 3d44s1 (6D)  -944.04352 3d3.34s1.7 (4) 3d34s2(4F) 

Cr -1044.44884 3d54s1 (7S)  -1044.49052 3d54s1 (7S)  -1044.49707 3d54s1 (7S)  -1044.60808 3d54s1 (7S) 3d54s1 (7S) 

Mn -1151.03098 3d54s2 (6S)  -1151.04183 3d54s2 (6S)  -1151.05393 3d54s2 (6S)  -1151.21176 3d54s2 (6S) 3d54s2 (6S) 

Fe -1263.71060 3d64s2 (5D)  -1263.75672 3d6.64s1.4 (5)  -1263.76437 3d6.54s1.5 (5)  -1263.93288 3d64s2 (5D) 3d64s2 (5D) 

Co -1382.76348 3d7.54s1.5 (4)  -1382.83992 3d7.84s1.2 (4)  -1382.84612 3d7.84s1.2 (4)  -1383.03532 3d7.44s1.6 (4) 3d74s2(4F) 

Ni -1508.33823 3d94s1 (3D)  -1508.41138 3d8.84s1.2 (3)  -1508.41742 3d8.84s1.2 (3)  -1508.64632 3d94s1 (3D) 3d84s2 (3F) 

Cu -1640.57099 3d10s1 (2S)  -1640.63508 3d10s1 (2S)  -1640.64175 3d10s1 (2S)  -1640.92137 3d10s1 (2S) 3d10s1 (2S) 
a All calculations are performed with the Gaussian03 program.59 


