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This article has two parts. The first provides an overview of variational transition state theory with multidimensional semiclassical ground-state transmission coefficients. The second provides an update of recent applications to three secondary deuterium kinetic isotope effects in gas-phase C1 reactions, in particular:

\[ \text{H} + \text{CD}2\text{H} \rightarrow \text{H}_2 + \text{CD}_3 \]

\[ {}^*\text{Cl} + \text{C}_2\text{D}_4\text{Cl} \rightarrow \text{C}_2\text{D}_4\text{Cl} + \text{Cl}^* \]

and

\[ {}^*\text{Cl(D}_2\text{O)}^* + \text{CH}_3\text{Cl} \rightarrow \text{CH}_3\text{Cl} + \text{Cl}(\text{D}_2\text{O)}^* \]

where \(^*\text{Cl}\) denotes a labeled chlorine atom.

Molecular modeling techniques have allowed for significant progress in the quantitative treatment of kinetic isotope effects (KIEs) for atom-diatom reactions.

Both accurate quantum mechanical calculations and generalized transition state theory approaches have been used, and the former have been used to test the latter (1-9).
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(R1) \( H + CH_4 \rightarrow H_2 + CH_3 \)

(R2) \( *Cl + CH_3Cl \rightarrow CH_3*Cl + Cl^* \)

(R3) \( Cl(H_2O)^* + CH_3Cl \rightarrow CH_3*Cl + Cl(H_2O)^* \)

Note that \( *Cl \) denotes a labeled chloride atom. We will discuss secondary deuterium KIEs for \( CH_3CD_3 \) isotopic substitution in reaction R1 (27) and R2 (30,32-34) and secondary deuterium KIEs for \( H_2O/D_2O \) substitution in R3 (32-34). Although the original papers consider a wide range of temperatures in all cases, we restrict our discussion here to 300-700 K for R1 and to 300 K for R2 and R3. We have also calculated secondary deuterium KIEs for \( CH_3/CD_3 \) substitution in the reverse of R1 (27), in \( D + CH_3H \rightarrow HD + CH_3D \) and in R3 (32-34) and for both \( CD_3 \) and \( D_2O \) substitution in the reaction of \( CH_3(H_2O)^* \) with \( CH_3Cl \) (31-33), but that work is not reviewed here. Similar techniques have also been applied to calculate rate constants for other reactions of methane, \( Cl + CH_4 \rightarrow HCl + CH_3 \) (29), \( OH + CH_4 \rightarrow H_2O + CH_3 \) (33), and \( CF_3 + CH_4 \rightarrow CF_3H + CH_3 \) (36), but secondary KIEs have not been calculated yet for these reactions. We have also calculated primary kinetic isotope effects for reactions R1 (23) and CF3 + CH4 -> CF3H + CH3 (30), but these will not be discussed here.

Conventional theory

Kinetic isotope effects are usually interpreted in terms of conventional transition state theory (TST, JT-39), and tunneling is typically invoked only to explain "anomalous" (large) KIEs. The TST rate expression is

\[ k = k_0 \frac{Q^*}{\Phi^R} e^{-\Delta V^*/R T} \]

where \( \kappa \) is the tunneling transmission coefficient (often set equal to unity), \( \sigma \) is a symmetry number (number of equivalent reaction paths), \( k \) is Boltzmann's factor, \( T \) is temperature, \( \hbar \) is Planck's constant, \( Q^* \) is the transition state partition function with the zero of energy at \( V^* \) and one degree of freedom (the reaction coordinate) fixed, \( \Phi^R \) is the reactant partition function with zero of energy at classical equilibrium for reactants, \( V^* \) is the saddle point potential energy with the zero of energy at classical equilibrium for reactants, and \( Q \) is the gas constant. All symmetry factors are omitted from
rotational partition functions $Q^R$ and $Q^R_t$ are also included in $\eta$. The per-site KIE is defined as

$$\eta = \frac{k_H/k_D}{\sigma_H/\sigma_D}$$

(2)

where $k_H$ denotes the rate coefficient for the unsubstituted reactants, and $k_D$ denotes the rate coefficient when one or more H is changed to D. It is informative to factor $\eta$ values calculated from (1) as

$$\eta = \eta_{\text{trans}} \eta^R$$

(3)

where the tunneling contribution is

$$\eta_{\text{trans}} = \frac{\eta_H}{\eta_D}$$

(4)

and the conventional TST KIE is

$$\eta^R = \frac{Q^R}{Q^R_t} \frac{\sigma^R}{\sigma^R_t}$$

(5)

If tunneling is included in conventional TST treatments it is almost always treated as one-dimensional. Then $\eta_{\text{trans}} = 1$ for secondary KIEs in most organic reactions since this kind of substitution usually has only a small effect on the reduced mass for motion along the reaction coordinate; however in some cases participation of secondary (i.e., non- transferred) hydrogens in the imaginary-frequency normal mode at the saddle point has been invoked in order to use conventional TST to explain anomalously high secondary KIEs that have been observed experimentally (40-42). (In conventional one- dimensional models, participation of such secondary hydrogens in the reaction coordinate is necessary in order to give a significant isotopic dependence to $k$.)

In practice one assumes that rotations and vibrations are separable. Then $\eta^R$ may be further factored into translational, rotational, and vibrational contributions:

$$\eta^R = \eta_{\text{trans}} \eta_{\text{rot}} \eta_{\text{vib}}$$

(6)

The traditional way to interpret $\alpha$-deuterium KIEs in Sn2 reactions focuses on the vibrational contribution $\eta_{\text{vib}}$, and in particular on the bending vibrations at the reactive carbon. For a reaction in which the hybridization at the reactive carbon changes from $sp^3$ to $sp^2$, the bending force constants are assumed to be reduced, in which case the zero point energy requirement decreases as the system transforms from reactant to transition state. This zero point effect is greater for H than for D, and it is assumed to dominate the KIE; thus $k_H$ is expected to be greater than $k_D$ (38,39,43). Conversely, the extent to which $k_H$ exceeds $k_D$ is often used (see, e.g., 44,45) as a tool for mechanistic analysis; a larger $k_H/k_D$ may be associated with greater $sp^2$ character at the transition state (an $Sn1$-like reaction.) The conventional interpretation has been summarized by Saunders (39): "A larger $k_H/k_D$ indicates a transition state in which the out-of-plane bend of the $\alpha$-hydrogen is less encumbered than in the reactants." Wolfburg and Sern extended this argument to reactions of the type $CH_3X + X \rightarrow CH_2XX$, again emphasizing the HCX bending force constant (46). We will see that our calculations indicate that many modes contribute to $k_H/k_D$ so the interpretation is not so clear.

Generalized transition state theory

In the version of generalized transition state theory that we have developed and that we use to analyze KIEs, we still retain the concept of a transition state, but we do not necessarily identify it with the saddle point (highest-energy point on the minimum-energy path from reactants to products). The fundamental property upon which the generalization is based results from the equivalence of the transition state rate expression in classical mechanics to the one-way flux of an equilibrium ensemble of reactants through a hypersurface in configuration space (i.e., a system with one degree of freedom fixed). If we retain the assumption of reactant equilibrium, which is apparently often reasonable, even for fast reactions, under typical experimental conditions, as discussed elsewhere (47), then the one-way flux is an upper bound to the net rate and becomes exact when the transition state is a perfect dynamical bottleneck, i.e., when all trajectories cross the transition state at most once, which is called the non-recrossing assumption (for a pedagogical discussion see 16). Although the variational bound and convergence to the exact result as the variational optimization is improved are both lost in a quantum mechanical world (48), our working procedure is to vary the location of the transition state hypersurface to minimize the rate as a given temperature (i.e., for a canonical ensemble), even though we use quantized vibrational partition functions. Since the reaction coordinate is missing (i.e., fixed) in the generalized transition state vibrational partition function, quantum effects on the reaction coordinate are included in a transmission coefficient which is based on a semiclassical multidimensional tunneling (MT) correction to the QCT prediction for the ground state of the transition state and hence is called the QCT/MC. This leads to canonical variational theory with a semiclassical- tunneling ground-state transmission coefficient; the resulting rate constant expression is written

$$k_{\text{QCT/MC}} = \frac{k_{MT}}{\sigma} \frac{\sigma^{\text{QCT}}}{\sigma^{\text{QCT}/\text{MT}}} e^{-\frac{Q^{\text{QCT}}}{kT}}$$

(7)

where $Q^{\text{QCT}}$ is the generalized transition state partition function at the optimized location with zero of energy at the classical equilibrium geometry of this generalized transition state, and $Q^{\text{QCT}/\text{MT}}$ is the potential energy at this point. Again all symmetry factors are in $\sigma$.

Details of the practical implementation of these equations are given elsewhere (especially 13). A critical aspect is the way in which the variational transition state definition and optimization is made possible. To search for the best variational transition state as an arbitrary (3N-4)-dimensional hypersurface (for an N-atom system corresponding to fixed center of mass and fixed reaction coordinate would require, first, that one is able to calculate quantized partition functions (QCT) for arbitrary shaped hypersurfaces and, second, that one is able to perform a multidimensional optimization of a large number of variables required to define such a surface. Instead we define a one-parameter sequence of physically motivated generalized transition states orthogonal to a reaction path (the distance along the reaction path is the reaction coordinate $s$, and the parameter is the value of $s$ at which the generalized transition state, i.e., the hypersurface, intersects $s$) for which the partition function may be calculated by standard methods, and we optimize the transition state within this sequence. In particular the reaction path is taken to be the minimum-energy path (MEP) in mass- scaled cartesian coordinates (49-53), and the shape of the hypersurface off the MEP is defined simply in terms of internal coordinates or cartesian vibrations. Although it is not clear a priori that the best transition state in this set is good enough, we have obtained very accurate results for cases where the theory can be tested against accurate
quantum mechanics (1-8) and reasonable results in other cases, and so we accept this as good enough. (Further discussion of the shape of the generalized transition state hypersurfaces off the MEP is provided elsewhere (28), where in particular we emphasize that this choice is equivalent to choosing a definition of s for points off the MEP.) In the present calculations we also make the harmonic approximation for all vibrational partition functions.

Since, as discussed above, our extension of variational transition state theory to the quantum mechanical world is not rigorous, the usefulness of the approximation scheme must be tested by comparison to accurate quantum dynamics, which is only feasible at present for atom-diatom reactions, or to experiment. Since comparison to experiment is clouded by uncertainties in the potential energy function, we have relied on comparison to accurate quantum dynamics. Extensive comparisons of this type have been carried out (1, 8, 12-20), and they generally confirm the accuracy of our quantized approach.

Thus we hope that applications to polyatomic, such as provided here, may be viewed as testing the potential rather than the dynamical theory. One should not forget though that the theory may be less accurate for new reactions than for the reactions for which it has been tested.

The most important question to be addressed in this regard is recrossing. Variational transition state theory does not include recrossing for the best variational transition state. In principle the transmission coefficient should account for such effects, i.e., for classical trajectories that cross the variational transition state in the direction of products but do not proceed to products or do not proceed directly to products without returning to the variational transition state (12, 13, 54-57). Recently, Hase and coworkers (58) have carried out trajectory calculations for reaction R2 starting from quantized energy distributions in the interaction region [this is called a quantized Keck calculation (13) in our earlier work]. They calculated a recrossing transmission coefficient of about 0.13 ± 0.07 at the conventional transition state for T = 200-2000 K (no systematic temperature dependence was observed). It is not known whether this effect would be smaller from the present potential function or if the dividing surface had been variationally optimized rather than placed at the conventional transition state. Rysybo (59) has also suggested that recrossing effects may be important in Sx2 reactions. In the present work we account for recrossing of the conventional transition state to the extent that the canonical variational transition state rate theory is lower than the conventional one, but we do not include possible recrossing of the variational transition state. Inclusion of such effects may lower the predicted rate constants, and it may change the KIEs as well, but the estimation is beyond the scope of the present study. We note, however, that although classical recrossing effects are sometimes large, such effects are also sometimes (12, but not always, 60) negligible in the rigid quantum mechanical world when they are very significant in a classical mechanical world. The successes of quantized variational transition state theory with multidimensional tunneling corrections in the cases where it can be tested against accurate quantum dynamics (1-8) gives us some hope that it provides useful approximations for more complicated systems as well.

The final point to be discussed is quantum mechanical tunneling effects on the transmission coefficient. Our calculations recognize that at low energy, where tunneling is most important, all reactive flux is funneled through the ground state of the transition state. Thus we base our transmission coefficient on that state. Furthermore, in order to make the calculations practical for systems with many degrees of freedom, we perform them semiclassically. To calculate transmission coefficients accurately for the ground state of the transition state requires taking account of the multidimensional nature of the tunneling process. First of all, the optimum tunneling path is not the MEP. The MEP has the lowest barrier, but the optimum tunneling path involves a compromise between a low barrier and a short path. Since MEPs in mass-scaled cartesian coordinate systems are curved, tunneling paths tend to "cut the corner" (18,19,50,61-69) to shorten the tunneling distance. The extent to which this occurs is a function of the curvature of the MEP when it is plotted in mass-scaled cartesian. In the small-curvature case (18,50,61-65,70), corner cutting, though quantitatively very important for the transmission coefficient, is relatively mild in terms of coordinate displacements. In this limit corner cutting tunneling has the nature of a negative bunched effect due to a negative internal centrifugal potential arising near the boundary of the MEP. In this case accurate transmission coefficients can be calculated from a single path with an effective potential obtained by adding the local zero point energy to the potential energy along the MEP. (The sum is called the vibrationally adiabatic ground-state potential curve, where "vibrational adiabatic" refers to the fact that the vibration mode is the local ground state.) Both the path and the effective potential depend on system masses. In the large-curvature case (19,66-70) corner cutting is severe, many paths must be considered, and the effective potentials are vibrationally adiabatic over part but not all of the paths. (In the nonadiabatic region the vibrational motion is not in the ground state, either physically or in the representation we use, but the semiclassical results are still referenced to the CVT results for the ground-state reaction.) The distribution of paths and the effective potentials again depend on system mass. Thus in neither limit does the mass enter so simply as in the KIE; consequently tunneling may be more important in the KIE than is conventionally assumed. In general one should consider tunneling into excited states in the exoergic direction in LCG3 calculations, but in the cases considered here, tunneling into excited states contributes at most a percent.

We have developed a method, called the least-action ground-state (LAG) approximation (11,20), based on optimized tunneling paths, that is valid for small, medium, and large reaction path curvatures. We have also developed a centrifugal-dominant small-curvature semiclassical adiabatic ground state (CD-SCSAG or, for short, small-curvature tunneling, SCT) approximation (18,21,70) and a large-curvature adiabatic ground state (called LCG3 or, for short, large-curvature tunneling, LCT) approximation (13,21,26,70), which are simpler and are expected to be accurate in the corresponding limits. Fortunately it is usually possible to perform full LAG optimizations; one obtains reasonable accuracy by simply carrying out both CD-SCSAG and LCG3 calculations and accepting whichever transmission coefficient is larger (sometimes usually, though not always, both methods, at least here we have been able to use much smaller quantized dynamics, underestimate the tunneling, and full LAG calculations have never been found to yield significantly more tunneling than the largest of the SCT and LCT limiting calculations). This is what we do here. In particular, although the systems discussed here were previously treated by the original (18) small-curvature approximation or by comparing this to LCG3 calculations considering only tunneling into the product ground state (20), all calculations have been updated for this chapter by performing CD-SCSAG calculations and LCG3 calculations including all energetically accessible final states in the exoergic direction for reaction R1 (and its isotopically substituted and reverse versions) and the ground final state for R2 and R3 (and their isotopically substituted versions), using methods discussed elsewhere (170), and accepting the larger of the two transmission coefficients at each temperature. The larger of the two results is simply labeled MT, which denotes multidimensional tunneling. In most cases the CD-SCSAG method yields the larger result, the exception being the unisotopically substituted version of reaction R2 with surface S. Individual transmission coefficients differ from those calculated by the original SCSAG method by as much as 31% for the cases considered here, but none of the kinetic isotope effects differs by more than 6% from those calculated with that method.
Factorization of the Kinetic Isotope Effect

For interpretative purposes we now require a new factorization of the per-site KIE, e.g., (3) is replaced by

$$\eta = \eta_{\text{tran}} \eta_{\text{rot}} \eta_{\text{vib}} \eta_{\text{pot} \text{MT}}$$  \hspace{1cm} (8)

where

$$\eta_{\text{tran}} = \frac{\nu_{\text{H}}}{\nu_{\text{D}}}$$  \hspace{1cm} (9)

$$\eta_{\text{rot}} = \frac{Q_{\text{CD}}}{Q_{\text{CD}}}$$  \hspace{1cm} (10)

and

$$\eta_{\text{vib}} = e^{-\left(\nu_{\text{H}}^{\text{MT}} - \nu_{\text{D}}^{\text{MT}}\right)/kT}$$  \hspace{1cm} (11)

Thus there is a critical distinction between the conventional TST and variational theory treatments. In conventional TST the transition state is at the same location (same structure) for both isotopes, and so the potential energy contributions cancel. Thus $\eta^w = \eta_{\text{rot}}^w$ and $\eta_{\text{pot} \text{MT}}^w = 1$. In variational TST this is not true. As a corollary, although the conventional TST rate constant may be computed from reactant and saddle point force fields that are both independent of mass, in variational TST the force fields used for the transition state partition function are different for the H and D versions of the reaction as a consequence of the change in structure.

For interpretative purposes we factor the partition function contribution $\eta_{\text{vib}}$ to the variational TST value of the KIE into three further factors (71,72):

$$\eta_{\text{vib}} = \eta_{\text{tran}} \eta_{\text{rot}} \eta_{\text{vib}}$$  \hspace{1cm} (12)

where the factors are due to translational, rotational, and vibrational partition functions. (Electronic partition functions are assumed to cancel, which is an excellent approximation.)

Applications

$\text{H} + \text{CD}_2\text{H} \rightarrow \text{H}_2 + \text{CD}_3$. The formalism reviewed above was applied (27) to the reaction of H with methane using a semiglobal analytic potential energy function, denoted J1, that was calibrated (23) previously. The form is an analytical function of 12 internal coordinates based on a functional form used earlier by Raff (73). The calibration (23) was based on the vibrational frequencies at the equilibrium geometries of CH$_3$ and CH$_4$ and at the saddle point, the heat of reaction at 0 K, the forward and reverse rate constants at 667K, and the equilibrium constant at 1340 K (74-81). The surface was also tested by calculating the primary KIEs which agree very well with experimental (82-84) values. The secondary deuterium KIE for CD$_2$H at 300K and its factorization are given in Table I. (In all cases, when we tabulate KIEs, they are the ratio of the rate constant for the isotopically unsubstituted reaction to that for the reaction of the isotopically substituted reactant under consideration.) In this table, TST/WT and TST/PT denote conventional TST with one-dimensional transmission coefficients calculated respectively by the Wigner $R^2$ tunneling correction (85) and by fitting the potential energy along the MEP to an infinite parabola (86,87); the latter is sometimes called the Bell tunneling formula, but is here denoted infinite-parabola tunnelling.

Table I shows several interesting results for this abstraction reaction. Conventional TST predicts a small KIE in the normal direction ($k_{\text{H}}/k_{\text{D}} > 1$), primarily because of rotational effects which are partly cancelled by an inverse vibrational effect. The conventional tunneling correction increases this KIE by only 3%. Variational transition state theory leads to a much larger KIE for the same potential energy function, and the vibrational contribution is now normal ($> 1$). Furthermore the tunneling contribution

<table>
<thead>
<tr>
<th>$\eta_{\text{tran}}$</th>
<th>$\eta_{\text{trans}}$</th>
<th>$\eta_{\text{rot}}$</th>
<th>$\eta_{\text{vib}}$</th>
<th>$\eta_{\text{pot} \text{MT}}$</th>
<th>$\eta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>TST</td>
<td>1.01</td>
<td>1.27</td>
<td>0.83</td>
<td>1.07</td>
<td></td>
</tr>
<tr>
<td>TST/WT</td>
<td>1.03</td>
<td>&quot;</td>
<td>&quot;</td>
<td>1.08</td>
<td></td>
</tr>
<tr>
<td>TST/PT</td>
<td>&quot;</td>
<td>&quot;</td>
<td>&quot;</td>
<td>1.10</td>
<td></td>
</tr>
<tr>
<td>CVT</td>
<td>&quot;</td>
<td>1.27</td>
<td>1.03</td>
<td>0.92</td>
<td></td>
</tr>
<tr>
<td>CVT/MT</td>
<td>1.24</td>
<td>&quot;</td>
<td>&quot;</td>
<td>1.22</td>
<td></td>
</tr>
</tbody>
</table>

*denotes row used for further comparisons in Table V.

does not cancel out when its multidimensional aspects are included. Next we discuss the reasons why the variational effect on the overbarrier KIE is so large, raising the prediction from 1.07 to 1.22, and why the multidimensional tunneling contribution raises the predicted KIE still further, from 1.22 to 1.51.

The location of the variational transition state is determined mainly by competition between the potential energy $V_{\text{MEP}}(\theta)$ along the MEP and the zero point energy $\epsilon(G_{\text{int}} \theta)$ of one mode, $\theta$ of the transition state. The frequency of the mode that correlates with this mode and $V_{\text{MEP}}(\theta)$ are given for four critical points along the MEP for the unsubstituted reaction in Table II. As this mode changes from a reactant stretch to a transition state stretch, it reaches a minimum of 1417 cm$^{-1}$ shortly before the saddle point. By the time the saddle point is reached it is already increasing rapidly toward the product value of 4405 cm$^{-1}$ (the harmonic stretching frequency of H$_2$ according to the J1 potential energy function). Thus, as the potential energy slowly begins to decrease from its stationary value at the saddle point, $\nu_2$ is already rising rapidly. By the time the variational transition state has been reached, $\nu_2$ has decreased only 0.1 kcal/mol, but $G_{\text{int}} \theta$ has increased 0.6 kcal/mol. At this point the free energy of activation is a maximum; beyond this the potential energy decreases faster than the zero point energy and generalized entropy of activation components increase. This behavior, which is illustrated in Figure 1, actually follows from simple bond-order arguments and was predicted qualitatively correctly in this way for a three-body model of this reaction years earlier (85).

Figure 2 shows the contributions of the various vibrational modes to the predicted KIEs at 300 K as calculated both at the saddle point and at the canonical variational transition state. (For degenerate modes the contribution shown is the total from both components.) Although $\nu_2$ is the primary reason why the variational transition state is displaced from the saddle point, its own contribution to the KIE is the same for either location within 1%. The contributions of three other modes, however, differ by more than 7% (computed from the unrounded values), and this is the primary reason for the variational effect shown in Table I.
Figure 2 shows that there are indeed large contributions from the CH₃ bending and deformation modes (the modes at 1131-1379 cm⁻¹), as anticipated in the conventional discussions reviewed above, but the contributions of the other modes are by no means negligible, especially the H-H-C bend at 592 cm⁻¹. Furthermore, two of the three CH₃ bending and deformation modes are among the modes whose contributions to the KIE are most sensitive to the variational optimization of the transition state.

The mass dependence of kₓMT appears to have two important sources. First, just including the mass-dependent zero point energies in the vibrationally adiabatic ground-state potential curve raises ηₓMT from the value of 1.03 in the Bell formula to 1.04. Second, accounting for corner cutting amplifies the transmission coefficient by a factor of 2.3 for H + H-CH₃ and by a factor of 2.0 for H + H-CD₃. This raises ηₓMT to 1.24.

Note that the imaginary-frequency normal mode at the saddle point has a frequency of 9896 cm⁻¹ for H-H-CH₃ and 9811 cm⁻¹ for H-H-CD₃. This small difference indicates that it is not necessary, as assumed in previous work (40-42), to have the C-D motions participate in the imaginary-frequency normal mode at the saddle point in order to have a significant secondary α-D kinetic isotope effect on the tunneling factor.

In order to test our model further, we can compare to experiment for two secondary kinetic isotope effects in this system, in particular, for k_{CH₃ + D₂}k_{CD₄} + H₂ and k_{CH₃ + D₂}k_{CD₄} + H₂. In both cases, the experimental value must be obtained indirectly by multiplying several other experimental ratios of rate constants. Based on the paper by Shapiro and Weston (82), we can use the scheme:

\[
\frac{k_{CH₃ + H₂}}{k_{CD₄ + H₂}} = \frac{k_{CH₃ + D₂} + k_{CD₄ + A}}{k_{CH₃ + D₂} + k_{CD₄ + A - d₄}} \tag{13a}
\]

and

\[
R₂R₃R₁R₂\tag{13b}
\]

Table II. Reaction-path parameters for H + CH₄ → H₂ + CH₃

<table>
<thead>
<tr>
<th>location</th>
<th>V_{MPE}(s) (kcal/mol)</th>
<th>v₂ (cm⁻¹)</th>
<th>nature of mode v₂</th>
</tr>
</thead>
<tbody>
<tr>
<td>H + CH₄</td>
<td>0.0</td>
<td>3027</td>
<td>H-C stretch</td>
</tr>
<tr>
<td>saddle point</td>
<td>13.0</td>
<td>1720</td>
<td>H-H-C stretch</td>
</tr>
<tr>
<td>variational state</td>
<td>12.9</td>
<td>2193</td>
<td>H-H-C stretch</td>
</tr>
<tr>
<td>H₂ + CH₃</td>
<td>2.8</td>
<td>4405</td>
<td>H-H stretch</td>
</tr>
</tbody>
</table>

*This is the frequency of the mode that correlates with mode v₂ of the transition state (see Figure 1).

Figure 1. V_{MPE}(s) and ε_{int}(s) as functions (upper and lower curves, respectively) of s for reaction R1. The thin vertical line at s = 0 identifies the saddle point along the reaction coordinate, and the * identifies the V_{MPE} at the variational transition state at 300 K.
Figure 2. Frequencies (in cm⁻¹) and contributions to secondary KIEs (unitless numbers in boxes) for vibrational modes of (from left to right) H + CH₄, CH₃⁺, CH₂⁺, and H₂ + CH₃, where # denotes the saddle point, and * denotes the variational transition state at 300 K.

2. TRUHLAR ET AL. Variational Transition-State Theory

\begin{align*}
\text{k}_{\text{CH}_3D_2} &= \text{k}_{\text{CH}_3D_4} \\
\text{k}_{\text{CD}_3A} &= \text{k}_{\text{CD}_3A-d_6} \\
\text{k}_{\text{CD}_3H_2} &= \text{k}_{\text{CD}_3D_2} \\
\text{R}_{12}R_3R_4R_5 &= \text{R}_{23} \text{R}_{45}
\end{align*}

where the ratios are defined R₁, R₂, ... in the order they appear in the line above. Note that A denotes aceton and A-d₆ denotes deuterated aceton. Shapiro and Weston measured R₁, R₂, R₄, and R₅, and using their values for these ratios and the value recommended in the review by Kerr and Parsonage (89) for R₃ yields a set of experimental results that we will call SW-KP. For comparison we also computed the experimental results using the values recommended by Kerr and Parsonage for R₁, R₂, and R₃ (89,90) combined with Shapiro and Weston’s results for R₄ and R₅; these experimental values are labeled KP-SW. For a third set of values we used the more recent results of Arthur and Newitt (91) for k_{CH₃A} in R₃ and for k_{CD₃A} and k_{CD₃H₂} + A-d₆ in R₅, again combined with the Kerr-Parsonage recommendations for R₁ and for k_{CH₃D₂} in R₂ and with Shapiro and Weston’s values for R₄ and R₅; these experimental results are labelled AN-KP-SW. A fourth method, suggested by Weston (92), is to combine Shapiro and Weston’s values for R₁, R₂, R₄, and R₅ with a value of R₃ calculated from the data analysis of Arthur and Newitt. This has the advantage that R₃ appears in both final ratios in the same way and thus does not affect the relative secondary KIEs for the H₂ and D₂ reactions. These results are called SW-AN.

Comparison of these sets of experimental results provides an estimate of the error due to the uncertainty in R₁, R₂, and R₃. In addition to the variations in the table, which are due to R₁, R₂, and R₃, all values have an additional error contribution of 9-17% due to Shapiro and Weston’s error estimates for R₄ and R₅. Table III also gives the theoretical results of Schatz et al. (81) and our calculations for three potential energy surfaces, J₁, J₂, and J₃, all from Joseph et al. (23). For k_{CH₃H₂}, k_{CD₃H₂}, and k_{CD₃D₂}, all calculations agree with experiment within the experimental uncertainty. For the D₂ reaction, the secondary deuteron kinetic isotope effects, k_{CH₃D₂} / k_{CD₃D₂} and k_{CD₃H₂} / k_{CD₃D₂}, are 19-31% smaller at 400 K, but the theoretical results are 8-10% smaller.

We do not know how reliable the experimental results are; it would be valuable to have experimental results obtained by an independent method. Such measurements would provide a valuable test of the theoretical predictions that the secondary kinetic isotope effect is only about 10% smaller for CH₃ + H₂ than for CH₃H + H₂. There is, however, one clue (92) to the source of the disagreement between theory and experiment. As evidenced in Fig. 11 of the paper by Shapiro and Weston (82), the CD₃ + H₂/CD₃D₂ primary KIE, which is R₅, is low compared to the primary KIEs for CH₃ + H₂/CD₃ and CH₃H + H₂/CD₃D₂. The same trend appears in the HD/DH primary KIEs. A low value for R₅ will change the secondary KIE for CH₃ + H₂CD₃ + H₂ but does not affect the one for k_{CH₃H₂} / k_{CD₃H₂}. Thus it seems likely that there is some systematic error in the CD₃ experiments. As indicated in the derivation (82) of R₅, there are several corrections related to the H isotopic impurity in the aceton-d₆ used. Perhaps this is the source of error (92).

\[ ^{14} \text{CH}_3 + \text{CD}_3\text{Cl} \rightarrow \text{CD}_3^{14}\text{CH}_3 + \text{Cl} \]  
For the SW exchange reaction of \(^{14}\text{CH}_3\) with CH₃Cl our results are based on an 18-dimensional semiempirical potential energy function calibrated (30) to fit \textit{ab initio} electronic structure calculations (30,93,94) of properties of the saddle point and ion-dipole complex, of energies, charges, and force fields on the MEP, and of energies at selected points off the MEP, to fit the correct long-range force law, and to fit one critical experimental datum, namely the rate constant for...
Table IV. KIEs and factors for $^7$Cl$^+ +$CD$_2$Cl $\rightarrow$ CD$_3^+$Cl + Cl$^-$ at 300 K

<table>
<thead>
<tr>
<th>PEF</th>
<th>dynamics</th>
<th>$\eta_{\text{din}}$</th>
<th>$\eta_{\text{trans}}$</th>
<th>$\eta_{\text{rot}}$</th>
<th>$\eta_{\text{vib}}$</th>
<th>$\eta_{\text{pot}}$</th>
<th>$\eta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>S</td>
<td>TST</td>
<td>...</td>
<td>1.04</td>
<td>1.22</td>
<td>0.76</td>
<td>...</td>
<td>0.96</td>
</tr>
<tr>
<td></td>
<td>CVT</td>
<td>...</td>
<td>1.22</td>
<td>0.76</td>
<td>1.00</td>
<td>0.96</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CVT/MT$^*$</td>
<td>1.00</td>
<td>&quot;</td>
<td>&quot;</td>
<td>&quot;</td>
<td>&quot;</td>
<td></td>
</tr>
<tr>
<td>NDDO-SRP</td>
<td>TST</td>
<td>...</td>
<td>&quot;</td>
<td>1.23</td>
<td>0.75</td>
<td>1.00</td>
<td>0.96</td>
</tr>
<tr>
<td></td>
<td>CVT</td>
<td>&quot;</td>
<td>&quot;</td>
<td>&quot;</td>
<td>&quot;</td>
<td>&quot;</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CVT/MT$^*$</td>
<td>1.00</td>
<td>&quot;</td>
<td>&quot;</td>
<td>&quot;</td>
<td>&quot;</td>
<td></td>
</tr>
</tbody>
</table>

$^*$denotes row used for further comparisons in Table V.

Table V shows a breakdown of the vibrational contribution to the KIE into contributions from three frequency ranges (for comparison, similar breakdowns for the other two KIEs discussed in this paper are also shown). As expected from the conventional interpretation of KIEs in S$_2$H reactions (38,39,43-45,102), the contribution of the middle-frequency CH$_3$ bend and deformation modes is significant and > 1. However the low-frequency modes also contribute significantly, and the largest percentage deviation from unity comes from the high-frequency C-H stretches, which are almost universally ignored in discussions of secondary deuterium KIEs in the literature of the field. Perhaps some of the low KIEs observed experimentally which have been interpreted in terms of leaving group participation in tightening of the CH$_3$ bends and deformations are really caused to larger extent by stronger C-H bonds at the unsubstituted reaction at 300 K (95), which was used to adjust the ab initio barrier height. The final surface is called S because of this semiempirical adjustment. A second set of calculations (J3) was performed using the "direct dynamics" (96) approach. In this approach we do not parameterize an explicit potential energy function; rather we adjust the parameters in a semiempirical molecular orbital approximation to reproduce selected reaction features and the value of the potential energy function is defined implicitly by the energy yielded by the molecular orbital theory at any selected geometry. We selected the neglect-of-diatomic-differential-overlap (NDDO) level (97-99) of semiempirical molecular orbital theory, and we used the Austin model 1 (AM1) general parameter set (100,101) as our starting point. Then we readjusted two parameters (in particular, the one-electron, one-center atomic core matrix elements $U_{ij}$ for Cl and C) specifically to energetic features assumed to be important for this S$_2$H reaction. The resulting NDDO calculations with specific reaction parameters are called NDDO-SRP (J3).
sp² centers. Certainly the correlated electronic structure frequencies on which our saddle point C-H contributions are based are at least semi-quantitatively reliable for the present case, and there can be no question that this effect exists and is very important.

At the finer level of detail exhibited in Table V, the NDDO-SRP results for \( \eta_{\text{vib,mid}} \) and \( \eta_{\text{vib,high}} \) differ from the presumably more accurate one calculated from surface S by 20-25% (from the NDDO-SRP calculations, we get 0.84 for \( \eta_{\text{vib,low}} \), 1.01 for \( \eta_{\text{vib,mid}} \), and 0.88 for \( \eta_{\text{vib,high}} \)), although as seen in Table IV, the differences eventually cancel. Nevertheless we are quite encouraged by the NDDO-SRP results since this method is very much easier to apply. In later work on CF₃ + CH₄ (Liu et al., 36), we are varying more parameters and parametrizing to frequencies as well as energies, and we believe we can obtain even better potential energy functions by this method.

<table>
<thead>
<tr>
<th>Reactants</th>
<th>( \eta_{\text{vib,low}} )</th>
<th>( \eta_{\text{vib,mid}} )</th>
<th>( \eta_{\text{vib,high}} )</th>
<th>( \eta_{\text{vib}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>H + CD₃H</td>
<td>0.55</td>
<td>1.74</td>
<td>1.08</td>
<td>1.03</td>
</tr>
<tr>
<td>Cl + CD₃Cl</td>
<td>0.85</td>
<td>1.26</td>
<td>0.71</td>
<td>0.76</td>
</tr>
<tr>
<td>Cl(D₂O)⁺ + CH₂Cl</td>
<td>0.40</td>
<td>1.67</td>
<td>0.90</td>
<td>0.60</td>
</tr>
</tbody>
</table>

*In all cases the mode classification is based on the isotopically unsubstituted case. For the abstraction reaction the low/mid and mid/high borders are taken as 600 and 1700 cm⁻¹, respectively, and for the S₄C₂ reactions they are taken as 515 and 1900 cm⁻¹.

*Cl(D₂O)⁺ \( \rightarrow \) CH₂⁺Cl⁻ \( \rightarrow \) CH⁻Cl + Cl(D₂O)⁻. When we add water of hydration, the PEF has three parts: solute, solvent, and solute-solvent interaction. We have used several different choices (31, 33, 34), and three of the combinations are summarized in Table VI along with the KIEs (i.e., the ratio of the rate constant for the reaction in the section heading above to the rate constant for all protiums) and their factorization. In the first calculations the solute was again treated by our semi-empirical potential energy function S, the solute-solvent potentials were extended versions of the Kistenmacher-Popkie-Clementi (103) and Cernent-Cavaillone-Scordamagalí (104) potentials, denoted eKPC and eCSC, respectively, and the intramolecular water potential was taken from Coker, Miller, and Watts (CMW, 105). The second calculation was based on the NDDO-SRP method with no further changes in any parameters. The third is like the first except it is based on new chloride-water and intramolecular water potentials discussed in the next paragraph.

In carrying out calculations nos. 1 and 2 of Table VI we noted that the solvent KIEs are very sensitive to the low-frequency vibrations associated with the coupling of the solute to the solvent. Therefore, in work carried out in collaboration with Stockler (106), we calibrated a new potential energy function for Cl(H₂O)⁻. The parameters of the new potential were determined to improve agreement with experiment for the dipole moment of water, with new extended-basis set correlated electronic structure calculations for D₂O, for the geometry and frequencies of the complex, for the individual and total vibrational contributions to the equilibrium isotope effect for Cl(H₂O)⁻ + D₂O \( \leftrightarrow \) Cl(D₂O)⁻ + H₂O, and for the energy at a geometry close to the saddle point geometry for reaction R₃, which is shown in Figure 3, and with the \( \text{ab inito} \) calculations of Dacre
(107) for the interaction energy of Cl: with water at 369 widely distributed reaction sites. The chloride-water part of the interaction potential is totally new, and the intramolecular water part is a modified version (denoted mKH) of the accurate force field fit to spectroscopic data by Kauppi and Halonen (108), the modification being a change in the cubic O-H stretching force constants to get the red shift correct in the Cl(H2O)+ complex.

Table VI shows that calculations nos. 2 and 3 are in encouraging agreement with each other, and both predict an inverse KIE. The change from calculation no. 1 to no. 3 can be accomplished in 3 steps, and it is instructive to do so, as follows: First we change the CMW water potential to the original Kauppi-Halonen one, and this changes η from 1.04 to 0.97. Then we change the eKPC chloride-water potential to our new one based on the correlated CH3ClO+ calculations, and this decreases η further to 0.89. Finally, using the mKH water potential instead of the original Kauppi-Halonen one lowers η to 0.87.

Table V shows the more detailed factorization of η\textsubscript{orb}. The biggest difference from the NDDO-SRP potential is in η\textsubscript{orb,low} (0.40 vs. 0.46), and the biggest difference from calculations no. 1 is in η\textsubscript{orb,high} (0.90 vs. 1.00). As a final comment, we note that the standard theory (109,110) of solvent kinetic isotope effects in the bulk is based on "water structure breaking" by ions, by which one means that the water librations are in a looser force field in the first hydration shell than in bulk (111). In our reaction, as seen in Figure 3, charge is delocalized at the transition state, so presumably, in bulk water, the water molecules would be in a tighter force field at the transition state than at reactants. Thus the bulk solvent KIE would be inverse. We also find an inverse result for a single water molecule, where water structure breaking is obviously impossible. Thus water structure breaking certainly cannot be the sole reason for the inverse KIEs observed in bulk solvent kinetic isotope effects.

Concluding remarks

Since the time when Shiner (102) summarized the interpretation of secondary kinetic isotope effects in an earlier ACS Symposium, there has been considerable progress. Both our force fields and our dynamics techniques have improved, and the reliability of our interpretations should correspondingly be much higher.

The techniques presented here are applicable to systems with many degrees of freedom. For example, the reaction "Cl(H2O)2+ CH3Cl, which we have treated (11,13), has 12 atoms, and these techniques have been applied elsewhere to kinetic isotope effects in an embedded cluster with 29 non-fixed atoms (112), an intramolecular process with 7 atoms (113), a bimolecular neutral reaction with 9 atoms (113), and an intramolecular process with 13 atoms (114).
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Figure 3. Structures of reactants and transition state for Cl(H2O) + CH3Cl → ClCH3Cl(H2O)\textsuperscript{+}, based on the ZGTS chloride-water potential and the mKH intramolecular water potential.
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