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Abstract: In the framework of the previously developed multi-configuration molecular me-

chanics (MCMM) method, we present a new algorithm for constructing global potential
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OH′′ + HH′, HOH′ + H′′, and H′′OH′ + H reactions. As part of the MCMM methodology,

the new scheme can be used to generate multidimensional global PESs for both small and

large systems where a few reaction pathways need to be treated as symmetrically equivalent.

∗Corresponding author email: truhlar@umn.edu (D.G.T.) and oksana@t1.chem.umn.edu (O.T.)



Introduction

Multi-configuration molecular mechanics provides an efficient and systematic scheme for

extending molecular mechanics1−23 potentials to allow the fitting of potential energy sur-

faces for reactive systems.24−29 This is accomplished by using molecular mechanics to model

the diagonal matrix elements30 of the electronic Hamiltonian in a diabatic basis and us-

ing electronic structure calculations of the adiabatic electronic ground state to obtain the

off-diagonal couplings. In applications so far, we have considered fitting a potential energy

surface in a single reaction swath, which consists of those geometries in the valley around a

single minimum energy path plus the region on the concave side of that reaction path that is

necessary for a semiclassical treatment of large-curvature tunneling.31−36 This requires input

data only in the reaction swath itself and allows the calculation of accurate rate constants

by generalized transition state theory and in particular by variational transition state theory

with multidimensional tunneling.37−42 To obtain potential energy surfaces more suitable for

general dynamics calculations, such as trajectory calculations,43−46 one can add additional

data far from the minimum-energy reaction paths, for example, by the “Grow” algorithm of

Collins.47

In some cases, it is desired to model more than one reaction path. Consider for example

the reaction

H2O + H → OH + H2. (1)

For calculating thermal rate constants by generalized transition state theory, there is no loss

of accuracy in labeling the atoms:

HaOHb + Hc → OHa + HbHc (2)

and treating the path connecting these labeled asymptotes as the only low-energy one because

reactive flux via the reaction swath associated with the path leading to OHb + HaHc can be

included by a symmetry factor, i.e., by multiplying the rate constant for path (2) by two.
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However, trajectory calculations, which might be carried out to study high-energy processes

or state-selective properties can access geometries where Ha and Hb are equally distant from

Hc. The fitted potential energy surface should be invariant to permutations of identical nuclei

when geometries connecting specific reaction swaths are energetically accessible. Huang et

al.48 have recently presented a permutationally invariant fitting basis for enforcing identical

particle symmetry in fits of potential energy surfaces. Collins et al.47 have used an alternative

strategy where all permutationally equivalent geometries are included in the data to be fit. A

key element of the present approach is that we use symmetrized diabatic states. This allows

us to include the permutation symmetry of selected identical nuclei without increasing the

order of the electronic Hamiltonian matrix.

In the present article, we present a general method for enforcing permutation symmetry

in MCMM calculations, and we demonstrate it by making a global potential energy surface

for the model reaction H2O + H. We illustrate this surface by showing the geometric charac-

teristics of the fit at various molecular geometries. The method is designed for cases where it

is sufficient to treat a few exchangeable atoms (typically a few hydrogens) in a symmetrical

way and not for treating thousands of hydrogen atoms (e.g. in a protein) symmetrically,

which is seldom necessary.

II. Theory

In MCMM, the reactive system is defined using n valence bond (or diabatic) configurations

that correspond to reactants, products, and (possibly) stable or metastable intermediates.

Each valence bond configuration corresponds to a definite arrangement of bonds. In the

present work, we only consider two configurations: n = 1, corresponding to the reactant

arrangement of bonds, and n = 2, corresponding to the product. Near potential energy

minima, the diabatic configurations are assumed to be well described by available molecular

mechanics potentials Vnn(q), where q denotes a set of redundant or nonredundant internal
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valence coordinates (bond stretches, bond angle bends, and torsions). At an arbitrary ge-

ometry, the potential energy V can be expressed in terms of these Vnn by solving the secular

equation:
∣

∣

∣

∣

V11 − V V12

V12 V22 − V

∣

∣

∣

∣

= 0, (3)

where V12 is the resonance integral (or diabatic coupling), and V is the lowest eigenvalue

of the matrix V. If analytic gradients and Hessians with respect to nuclear coordinates are

available for both Vnn and Vnn′, then the analytic gradient and Hessian of V are readily

available by applying the chain rule to the analytic solution of eq 3.

We consider a reactive system with m identical nuclei (i.e., nuclei with the same atomic

number, e.g., hydrogen atoms). First, we define two sets of permutation operators. The first

set is the group {P(i) (i = 1, ... m!)} of nuclear permutation operators that interchange

Cartesian coordinates x(k) of identical nuclei and generate the permutationally equivalent

geometries x(k,i); this is the symmetric group49, 50 of degree m and order m! and corresponds

to the complete nuclear permutation (CNP) group51 of a molecule. In the case of a system

with three hydrogen atoms such as reaction 1 of H2O with H, there are m! = 6 permuta-

tionally equivalent molecular geometries and the group P(i) has the following elements: the

identity operator, three transposition operators, and two cyclic permutation operators: {E,

(12), (23), (13), (123), (132)}.49, 51 The second set, {PMM(j) (j = 1, ... m!)}, consists of

the operators that operate on the molecular mechanics atom types and connectivity pat-

terns at identical nuclei centers while leaving their Cartesian coordinates unchanged. The

result of the application of each of the PMM(i) to a valence bond structure n in which the

atoms are labeled (e.g., HaOHb + Hc) is a change in the valence bond connectivity pattern

of the nuclei so that j = 1, ... m! generates all possible connectivity patterns with the same

numbers and kinds of bonds (e.g., HaOHc + Hb). There is a one-to-one correspondence

between the elements of the group P(i) and applying the elements of the set PMM(j), and

this correspondence may be used to assign the labels j.
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Note that the permutations PMM(j) usually change the energy of the system. For ex-

ample, applying PMM(2) to the labeled asymptotic form on the left side of eq 2 results in

the same-energy structure (HbOHa + Hc), whereas applying PMM(3) to the same structure

yields HaOHc +Hb which would generally have higher MM energy unless the OHb and OHc

distances are the same. Let σn, which is called the symmetry factor, be the number of times

the lowest-energy MM configuration occurs among the m! symmetrically equivalent MM con-

figurations at a general geometry. Note that there may be high-symmetry geometries where

the lowest-energy MM configurations occur more than σn times, but σn is independent of

geometry and corresponds to a general geometry. For example, for studying reaction (1), n

= 1 is the H· · ·H2O configuration, and n = 2 is the OH· · ·H2 configuration, and each has

σn = 2, although the lowest-energy configuration occurs 6 times for C3v and D3h geometries.

The requirement that V be invariant with respect to the permutation of identical nuclei

suggests that both the diagonal and off-diagonal matrix elements, Vnn and Vnn′, need to be

invariant under such permutations. In MCMM, the diagonal matrix elements are expressed in

terms of the pre-determined analytical MM functions, and the of-diagonal elements Vnn′ are

obtained via Shepard interpolation47,52−57 using accurate (quantum mechanical (QM)) data

at a selected number of molecular geometries. In the interpolation, the data are weighted

by a weight function so that data at nearby points are weighted more heavily than those

at distant points. The resonance integrals Vnn′ depend on both MM and QM energies and

derivatives (gradients and Hessians). We will present the algorithm for symmetrizing both

Vnn and Vnn′ in detail below, after a paragraph about the various internal coordinates that

are used.

Internal coordinates will appear in the algorithm in three different contexts, and these

sets need not necessarily be the same; in fact they ordinarily are not the same. In particular,

there are (a) 2m! sets of internal coordinates q used to evaluate MM energies and their

derivatives: m! sets for valence bond configuration n = 1 and another m! sets for valence
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bond configuration n = 2, (b) a set of internal coordinates r used in Shepard interpolation,

and (c) a set of internal coordinates s used to calculate the weight function. The number of

coordinates in set r is greater than or equal to 3NA-6, where NA is the number of atoms in

the system, and the number of coordinates in set s is arbitrary and is called Γ. The compo-

sitions of the sets q are completely determined by the molecular mechanics method (based

on the valence bond connectivity patterns), but sets r and s are introduced in MCMM. It is

worthwhile to explicitly mention that the coordinates q depend on i. Thus, for example, for

i = 1 and n = 2, we have the O–Ha and Hb–Hc bond distances, and we have O–Hb, O–Hc,

Ha–Hb, and Ha–Hc as nonbonded coordinates. In contrast for i = 2 we have O–Hb and

Ha–Hc as bond distances and O–Ha,O–Hc, Hb–Ha, and Hb–Hc as nonbonded coordinates.

This is not reflected in the notation because it would be cumbersome. For symmetrized

calculations, both sets (set b called r and set c called s) should include all permutationally

equivalent coordinates that involve the identical nuclei that need to be treated as permuta-

tionally equivalent. As described in the original MCMM paper,24 Shepard interpolation is

carried out in internal coordinates rather than in Cartesians in order circumvent the prob-

lem of choosing a consistent orientation of Cartesian coordinates at the various interpolation

nodes. In the symmetrized application presented below, we use all (six) internuclear dis-

tances (and no bond angles or torsions) for this Shepard interpolation step. For evaluating

the weight function W , which is explained below, we would in general use the internuclear

distances that undergo significant changes during the reaction of interest and, in addition,

all permutationally equivalent distances. In the application presented below, we used the

set of all internuclear distances for the weights.

The procedure for constructing a PES that is invariant with respect to the exchange of

identical nuclei using MCMM involves the following steps:

(i) Read electronic structure information (accurate energies V (k), gradients G(k), and

Hessians F(k)) in Cartesian coordinates for k = 1, 2, ...N training geometries x(k), and for
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each of these data points generate m! symmetrically equivalent data sets: {x(k,i), G(k,i),

F(k,i)}, where

x(k,i) = P(i)x(k) (4)

G(k,i) ≡
∂

∂x
V = P(i)G(k) (5)

F(k,i) ≡
∂2

∂x2
V = P(i)F(k)P(i) (6)

Notice that x(k,1) = x(k), G(k,1) = G(k), F(k,1) = F(k), and P(1) corresponds to E, P(2)

corresponds to (12), etc. Notice also that eq 5 corresponds to permuting rows in the gradient

vector, and eq 6 corresponds to permuting rows and columns in the Hessian matrix. The

potential energy is a scalar and independent of i; we can call the accurate energy V (k), V (k,1),

or V (k,i).

(ii) Define a set of m! MM energies, gradients, and Hessians at point (k) by:

V
(k,j)
MM,n ≡ V (j)

nn (x(k)) (7)

G
(k,j)
MM,n ≡

∂

∂x
V (j)

nn

∣

∣

∣

∣

x=x(k)

(8)

and

F
(k,j)
MM,n ≡

∂2

∂x2
V (j)

nn

∣

∣

∣

∣

x=x(k)

(9)

for n = 1, 2; k = 1, 2, ..., N ; j = 1, 2, ..., m!. This set corresponds to the m! different MM

connectivity patterns generated by applying each PMM(j) to a valence bond configuration n

at each geometry (x(k,1)). The MM energy, gradient, and Hessian on the right sides of eqs

7, 8, and 9, respectively, are evaluated in the present article using the MM3 force field5−7

modified as described in a previous paper,29 although the algorithm is general and can also

be applied with other force fields, e.g., with CHARMM.18, 21 In our work the Cartesian

derivatives of eqs 8 and 9 are evaluated from the molecular mechanics force fields by the

TINKER program.58 (TINKER evaluates the derivatives in the internal coordinate set q and

then transforms them to Cartesian coordinates.)
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(iii) Define a symmetrized MM potential and its gradient and Hessian at point k (where

a tilde denotes a symmetrization) by:

Ṽ (k)
n = −∆ln

(

1

σn

m!
∑

j

e−V
(k,j)
MM,n

/∆

)

, (10)

where ∆ is a parameter;

G̃(k)
n ≡

∂

∂x
Ṽn

(k)
=

m!
∑

j

G
(k,j)
MM,ne

−V
(k,j)
MM,n

/∆

m!
∑

j

e−V
(k,j)
MM,n

/∆

, (11)

and

F̃(k)
n ≡

∂2

∂x2
Ṽn

(k)
=

m!
∑

j

(F
(k,j)
MM,n − (1/∆)G

(k,j)
MM,nG

(k,j)T
MM,n)e−V

(k,j)
n /∆

m!
∑

j

e−V
(k,j)
MM,n

/∆

+(1/∆)G̃(k)
n G̃(k)T

n

m!
∑

j

e−V
(k,j)
MM,n

/∆.

(12)

Notice that the symmetrized MM potential is dominated by the σn lowest-energy MM con-

figurations among the m! permutations of the labels on the identical atoms. The parameter

∆ controls the rate of switching between different dominant configurations in regions that

separate the low-energy regions corresponding to the differently permuted coordinates.

We now have the accurate potential, its gradient, and Hessian (eqs 4–6), and the sym-

metrized MM potential, gradient, and Hessian (eqs 10–12) at each of the N training points.

Note that V (k), Ṽ
(k)
n , G̃

(k)
n , and F̃

(k)
n are independent of i, but G(k,i) and F(k,i) depend on i.

(Because of the dependence of these quantities on i, the Shepard interpolation must involve

m!N terms, rather than N terms, as in the unsymmetrical case.)

(iv) Generate m! values of G̃
(k,i)
n and F̃

(k,i)
n from each G̃(k), and F̃(k) by applying P(i), as

in step (i).
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(v) Then we transform G(k,i), F(k,i), G̃
(k,i)
n , and F̃

(k,i)
n to the set of internal coordinates r

by the Wilson B matrix and C tensor, as described elsewhere.24, 59, 60 This yields:

g(k,i) ≡
∂

∂r
V

∣

∣

∣

∣

r=r(x(k,i))

(13)

f (k,i) ≡
∂2

∂r2
V

∣

∣

∣

∣

r=r(x(k,i))

(14)

g̃(k,i)
n ≡

∂

∂r
Ṽn

∣

∣

∣

∣

r=r(x(k,i))

(15)

f̃ (k,i)
n ≡

∂2

∂r2
Ṽn

∣

∣

∣

∣

r=r(x(k,i))

(16)

Throughout this paper, we will use capital G and F to denote the gradients and Hessians

with respect to Cartesian coordinates, and lower case g and f to denote the corresponding

derivatives with respect to internal coordinates.

(vi) Next we define two Taylor series for each data point (k, i) by:

V (r; k) ≈ V (k,i) + g(k,i)T∆r +
1

2
∆r(k,i)Tf (k,i)∆r(k,i), (17)

and

Ṽn(r; k) ≈ Ṽ (k,i)
n + g̃(k,i)T

n ∆r +
1

2
∆r(k,i)Tf̃ (k,i)

n ∆r(k,i), (18)

where V (r; k), g(k,i), f (k,i), Ṽ (r; k), g̃
(k,i)
n and f̃

(k,i)
n are the QM potential, gradient and Hessian,

and the symmetrized MM potential, gradient and Hessian in the internal coordinates, and

∆r(k,i) = r(x) − r(x(k,i)), (19)

where r(xk,i) is the value of r at point (k, i). The Taylor series coefficients, denoted as D, b,

and C, needed for the m!N -term interpolation are then calculated by substituting V (k), Ṽ
(k)
n ,

g(k,i), f (k,i), g̃
(k,i)
n , and f̃

(k,i)
n (for n = 1,2) into eqs 20–23 of ref 24, with the only difference

being that (k) in these equations is now replaced by (k, i):

D(k,i) = (Ṽ
(k,i)
1 − V (k,i))(Ṽ

(k,i)
2 − V (k,i)) (20)
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b(k,i) =
g̃

(k,i)
1 − g(k,i)

Ṽ
(k,i)
1 − V (k,i)

+
g̃

(k,i)
2 − g(k,i)

Ṽ
(k,i)
2 − V (k,i)

(21)

C(k,i) =(1/D(k,i))
[

(g̃
(k,i)
1 − g(k,i))(g̃

(k,i)
2 − g(k,i))T+

(g̃
(k,i)
2 − g(k,i))(g̃

(k,i)
1 − g(k,i))T ] +

f̃
(k,i)
1 − f (k,i)

Ṽ
(k,i)
1 − V (k,i)

+
f̃
(k,i)
2 − f (k,i)

Ṽ
(k,i)
2 − V (k,i)

(22)

(vii) Then eq 18 (or equivalently eq 13) of ref 24, with (k, i) replacing (k) gives the Taylor

series of (V12)
2 for each (k, i) at an arbitrary geometry r = r(x) along with its gradient and

Hessian in the internal coordinates r:

[V12(r, k, i)]2 = D(k,i)(1 + b(k,i)T∆r(k,i) +
1

2
∆r(k,i)TC(k,i)∆r(k,i)) (23)

This step uses the Taylor series reversion of Chang and Miller.61 (Notice that there is a typo

in eq 13 of ref 24, namely that all ∆q in that equation should have been ∆q(k). Furthermore

the internal coordinates used in that equation are the set called r in the present work.

Therefore, ∆q(k) has now become ∆r(k,i).)

This step is carried out as follows: The input geometry in Cartesian coordinates x is

transformed to internal coordinates r using the full nonlinear expressions that define the

internal coordinates in terms of the Cartesians. The internal displacement coordinates are

then calculated by eq 19. We then construct Taylor series expansions around each data point

(k, i) by combining ∆r(k,i) with the constants D(k,i), b(k,i), and C(k,i) calculated in step (vi),

as in eq. 18 of ref 24. Note that substituting eqs 20–23 of ref 24 into eq 18 of ref 24 yields

eq 13 of ref 24. Then, as in ref 24 but taking into account all symmetrically equivalent data

points, we calculate the generalized distances and weights, carry out Shepard interpolation

for V12 as in eq 14 of ref 24 but with m!N terms in the sum:

V S
12(r) =

N
∑

k=1

m!
∑

i=1

Wki(r)V
′
12(r, k, i), (24)

where Wki are normalized weights discussed below (see also Supporting Information), and

V ′
12 is defined by

V ′
12(r, k, i) =

√

V12(r, k, i)2u(r, k, i), (25)

10



where V12(r, k, i)2 is given in eq 23, and

u(r, k, i) =

{

exp(−δ/V12(r, k, i)2); V12(r, k, i)2 > 0
0; otherwise.

(26)

The derivatives of V S
12 of eq 24, are calculated as in eqs 24–29 and 36–41 of ref 24 but summing

over k and i, not just k. These derivatives are given in the Supporting Information.

(viii) The derivatives of V S
12 are then transformed from the internal coordinates to Carte-

sian coordinates by using the transformation matrices saved in step (vii), in the same fashion

as in the formalism24 for nonsymmetrized potential energy surfaces.

(ix) Define matrix V at the input geometry x by

V(x) =

(

Ṽn(x) V S
12(x)

V S
12(x) Ṽn(x)

)

. (27)

The lowest-energy eigenvalue of this matrix is the MCMM potential energy function. The

diagonal matrix elements Ṽn(x) and their derivatives G̃n(x), and F̃n(x) are obtained as

follows: First we define

V
(j)
MM,n ≡ V (j)

nn (x) j = 1, ..., m! (28)

G
(j)
MM,n ≡

∂

∂x
V (j)

nn j = 1, ..., m! (29)

and

F
(j)
MM,n ≡

∂2

∂x2
V (j)

nn j = 1, ..., m! (30)

where, as before, each value of j corresponds to one of the m! connectivity patterns. Then,

Ṽn(x), G̃n(x), and F̃n(x) are calculated as:

Ṽn(x) = −∆ln

(

1

σn

m!
∑

j

e−V
(j)
MM,n

(x)/∆

)

, (31)

G̃n(x) =

m!
∑

j

G
j
MM,n(x)e−V

(j)
MM,n

(x)/∆

m!
∑

j

e−V
(j)
MM,n

(x)/∆

, (32)
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and

F̃n(x) =

m!
∑

j

(F
(j)
MM,n(x) − (1/∆)G

(j)
MM,n(x)G

(j)
MM,n

T(x))e−V
(j)
n (x)/∆

m!
∑

j

e−V
(j)
MM,n

(x)/∆

+

(1/∆)G̃nG̃
T

n

m!
∑

j

e−V
(j)
MM,n

(x)/∆,

(33)

where V
(j)
MM,n(x), G

(j)
MM,n(x), and F

(j)
MM,n(x) are sets of m! MM energies, gradients, and Hes-

sians at the geometry x.

(x) Find the eigenvalue V of eq 27 and its derivatives in Cartesian coordinates. The

lowest eigenvalue of eq 27 is given by

V (x) =
1

2
(Ṽ1(x) + Ṽ2(x)) − [(Ṽ1(x) − Ṽ2(x))2 + 4(V S

12(x))2]1/2, (34)

where Ṽn are the symmetrized uninterpolated MM potentials given by eq 31, and V S
12 is the

resonance integral obtained via the m!N-term Shepard interpolation, eq 24. The gradient

and Hessian components of V with respect to Cartesian coordinates are given by:

Gi =
∂V

∂xi
=

1

2









G̃1i + G̃2i −









4V S
12

(

∂V S
12

∂xi

)

+ (Ṽ1 − Ṽ2)(G̃1i − G̃2i)

((Ṽ1 − Ṽ2)2 + 4(V S
12)

2)1/2

















(35)

and

Fij =
∂2V

∂xi∂xj

=
1

2

(

F̃1ij + F̃2ij

+

(

4V S
12

(

∂V S
12

∂xi

)

+ (Ṽ1 − Ṽ2)(G̃1i − G̃2i)

)(

4V S
12

(

∂V S
12

∂xi

)

+ (Ṽ1 − Ṽ2)(G̃1j − G̃2j)

)

((Ṽ1 − Ṽ2)2 + 4(V S
12)

2)3/2

−

4

(

∂V S
12

∂xi

)(

∂V S
12

∂xj

)

+ (G̃1i − G̃2i)(G̃1j − G̃2j)

((Ṽ1 − Ṽ2)2 + 4(V S
12)

2)1/2
−

4V S
12

(

∂2V S
12

∂xi∂xj

)

+ (Ṽ1 − Ṽ2)(F̃1ij − F̃2ij)

((Ṽ1 − Ṽ2)2 + 4(V S
12)

2)1/2









.

(36)
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Note that steps (i)–(vi) are performed once at the beginning. Then steps (vii)–(x) are

carried out every time that the dynamics algorithm needs the energy, gradient, and/or

Hessian.

In the present article, the weight function w(s) is evaluated as in eq 34 of ref 24, but taking

into account all symmetrically equivalent data points. For doing so, we first transform the

Cartesian coordinates of the data points (k, i) and the Cartesian coordinates of a geometry

x (where one needs to evaluate the potential) to the set of the internal coordinates s. The

unnormalized weights are then calculated as

wki(s) =

1

dki(s)4

(N+2)
∑

k=1

m!
∑

i=1

1

dki(s)4

(37)

where dki is the generalized distance between s and s(k,i) defined as:

dki(s) =

√

√

√

√

Γm!
∑

γ=1

(sγ − s
(k,i)
γ )2, (38)

where s ≡ {s1, s2, . . . sγ , . . . sΓ}. Note that the sum in eq 37 runs over m!(N +2) data points

where the 2m! extra data points correspond to the permutationally equivalent MM minima

for the valence bond configurations n = 1 and n = 2. By way of contrast, the sum in eq 24

includes only Nm! terms because we set V12 equal to zero at MM minima because we assume

that the potential near these points is well described by molecular mechanics. The omission

of the extra 2m! terms in eq 24 combined with their inclusion in the denominator of eq 37

is equivalent to setting V S
12 and its gradient and Hessian equal to zero at the MM minima.

For the present symmetrized application, Γ=6 because a four-body system has six inter-

nuclear distances. (This value is just accidentally the same as m! in the present case.) In

most of the previous applications,24−29 we used Γ=3. The present article also includes, for

comparison, some unsymmetrized calculations, and for those calculations we used Γ=2.
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III. Application and Discussion of Results

The two MM configurations used to represent asymptotic regions are H2O + H (I) and OH +

H2 (II). The MM parameters5, 29, 62, 63 are given in Table 1 (note that there are no standard

MM3 parameters for radicals).

For the present application, we used 3 training geometries. In particular, we place QM

energies, gradients, and Hessians (a) at geometry of the saddle point, HOHH6=, of reaction

1 (SP-I), (b) at the saddle point (SP-II, denoted H2OH6= in eq 39) of the exchange reaction:

H2O + H → H2OH 6= → OH3 → H2OH 6= → H2O + H, (39)

and (c) at the minimum (Min-I) that corresponds to an ammonia-like radical OH3. The

geometries of these three Shepard points are given in Table 2. We will denote the potential

constructed using three QM Hessians as MCMM(3). Fifteen other QM Hessians are ob-

tained by symmetry without additional electronic structure calculations and are also used

in interpolation. The parameter ∆ was set equal to 0.04 Eh (1 Eh = 1 hartree).

For the electronic structure calculations we use the hybrid density functional MPWB1K64

in conjunction with the 6-31+G(d,p)65 basis set; the geometries listed in Table 2 correspond

to optimized structures at this level. Even though MPWB1K/6-31+G(d,p) significantly

overestimates the barrier height for the exchange reaction (specifically, it gives 29.6 kcal/mol

for the zero-point-exclusive barrier of reaction 2 as compared to ∼21 kcal/mol for the best

estimate57), it is sufficient to demonstrate the symmetry properties of the fit. (One should

use more sophisticated electronic structure levels to generate QM energies and derivatives

when one carries out dynamics calculations.) Geometrically, the intermediate structure Min-

I is rather close to the saddle point for this reaction being separated from the reactant well by

a small barrier of 0.7 kcal/mol in MPWB1K/6-31+G(d,p) calculations and 0.3–0.8 kcal/mol

in higher-level57 calculations. The forward and reverse zero-point-exclusive barriers for the

abstraction reaction (1) are 5.0 and 18.6 kcal/mol with MPWB1K/6-31+G(d,p) (cf. the

best estimates66 of 5.1 kcal/mol and 21.2 kcal/mol, respectively).
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Figure 2 shows two-dimensional cuts through the six-dimensional PESs as functions of

the two symmetrically equivalent r(OH) distances. The minimum corresponds to the C3v

ammonia-like structure OH3 (Min-I). The top and bottom panels display the symmetrized

PES and a nonsymmetrized PES, respectively. The nonsymmetrized PES was calculated

with N=2 (QM Hessians are only placed at the saddle point of the O−Ha dissociation channel

and at the Min-I geometry) and with Γ=3 ({O−Ha;O−Hb;O−Hc}). This nonsymmetrized

surface is called MCMM(2). The set of coordinates r for MCMM(2) includes these three

coordinates plus the three H–O–H angles. Figure 2 shows that the symmetrized PES has

the same shape in the two dissociation valleys, whereas the nonsymmetrized PES does not.

The upper panels of Figure 3 illustrate the symmetrized MCMM(3) surface near the

saddle point SP-I of the abstraction reaction. These plots are made for the atomic labeling

illustrated by the SP-I structure shown in Figure 1 and also for the labeling with Ha and Hb

permuted. As one can see from these plots, the interpolated PES is invariant with respect

to the exchange of the coordinates of the two hydrogen atoms. This is contrasted with

the case of a nonsymmetrized PES that is shown in the lower panels of this Figure. This

nonsymmetrized PES is constructed from one QM Hessian and is called MCMM(1). As in

previous MCMM applications,24−29 the r coordinates are the natural vibrational coordinates

for Shepard interpolation, and the s coordinates are the set of two distances that undergo

significant changes ({O − Hb;Hb − Hc}). The lower right panel of Figure 3 shows that the

potential is qualitatively incorrect at geometries corresponding to the reaction channel with

the interchanged Ha and Hb.

It is essential to note that while the MCMM method was originally developed to describe

a potential in a localized region of a reaction swath of a particular reaction channel, the new

formalism presented above is designed to describe (semi)global PESs that are suitable for

study multiple reaction channels. We used a minimum of three QM Hessians (MCMM(3))

for the symmetrized PES and only one or two “reaction-specific” QM Hessians to describe
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the reaction channel of interest using the nonsymmetrized MCMM formalism. The potential

shown in the upper panels of Figures 2 and 3 corresponds to a single PES obtained using

three QM Hessians, whereas the cuts shown in the lower panels of these figures correspond

to the two “different” nonsymmetrized surfaces (one constructed using the QM Hessians at

SP-II and Min-I (Figure 1), and the other using the QM Hessian at SP-I (Figure 2)).

IV. Further Discussion and Comments

An accurate PES has been previously developed to describe both the abstraction and ex-

change reaction channels of reaction 1 by Collins et al.56 who pioneered Shepard interpolation

as a general scheme to construct (semi)global PESs using a finite number of ab initio energies,

gradients, and Hessians.47 To generate a PES sufficiently accurate for quantum scattering

calculations, these authors used Shepard interpolation of the Taylor expansions of the po-

tential energy at 1000 geometries. Thus that interpolation used 333 times more electronic

structure Hessians than the present one. Although the goal of the present work is different,

a key point is to note that in the MCMM approach, where one interpolates the resonance

integral V12 and uses previously calibrated MM potentials (along with the user-supplied pa-

rameters in reactions where the reactants or products or both are radicals), one generally

needs far less electronic structure input data points as compared to the methods where one

directly interpolates the potential energy.

Because actual evaluations of the diagonal and off-diagonal elements of the matrix V and

their derivatives are performed in internal rather than in Cartesian coordinates, the MCMM

PESs are invariant under the operation of inversion,51 and the symmetrized PES for the

H2O + H system is thus invariant under the operations the complete nuclear permutation-

inversion (CNPI) group.51 The latter is the direct product of the CNP group and the inversion

group and has a very large order when the number of identical atoms in a system is large. In

practice, however, one is rarely interested in all possible reactions of the atoms comprising
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a reactive system, but rather one identifies a few low-energy reaction paths. This implies

that only a few identical nuclei in a system need to be treated as symmetrically equivalent

while the other nuclei of the same kind can be considered as distinguishable. (For example,

one might treat several protons in the active site of an enzyme symmetrically, but hydrogens

far from the reactive site are effectively distinguishable over normal time scales.) The new

MCMM scheme can therefore be applied to medium and large systems (e.g., using the

recently presented28 strategy for evaluation of the resonance integral V12 via hybrid QM/MM

calculations) just as one would apply the older nonsymmetrized MCMM formalism, provided

that one uses an appropriate set of internal coordinates for coordinate sets r and s (see

Section III) so that all nuclear centers that need to be considered as indistinguishable are

treated symmetrically in Shepard interpolation and in the calculation of the weight function.

While the MM evaluations of the energies and energy derivatives at each geometry are now

performed m! times (corresponding to all possible connectivity patterns of the identical

nuclei), no extra computational cost is required to generate symmetrically equivalent sets of

the gradient vectors and Hessian matrices at Shepard points at the QM level (which is the

most computationally demanding part of the MCMM method).

In a broader context, MCMM24, 25,27−29,67−69 may be considered as a way to extend

molecular mechanics to chemical reactions. There are many computational methods in the

literature that are designed to do this in one way or another.26,61,?−107 Some of these are

closely related to MCMM, whereas others are quite different. Furthermore, these methods

were introduced to accomplish a variety of different objectives. For example, the empirical

valence bond (EVB) method of Warshel and Weiss30 was introduced to transfer potential

energy surfaces between environments by adding solvent effects to the diagonal Hamiltonian

matrix elements. Either MCMM or EVB can be applied to reactions with more than one

reaction pathway by adding additional valence bond structures (e.g., one could use a Hamil-

tonian matrix of order seven with three OH +H2 structures, three H2O +H structures, and
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one OH3 structure). This has some advantages, but it also has disadvantages, mainly that it

leads to a larger matrix to be diagonalized. This in turn means that one must approximate

more than one off-diagonal matrix element and that one can no longer take advantage of

the simple form of the solution of the 2×2 Hamiltonian used here for obtaining analytic

gradients and Hessians.

V. Concluding Remarks

We have presented an algorithm for using multi-configurational molecular mechanics to fit

potential energy surfaces in a way that is manifestly symmetric under the permutation of

identical nuclei, while retaining the simple structure of a Hamiltonian matrix of order 2. The

algorithm allows us to represent potential energy surfaces in symmetry-equivalent reaction

valleys as well as the ridge regions connecting them, and it leads to convenient formulas

for analytic gradients and Hessians. The new method was illustrated by an application to

the reaction of H2O with H, for which we obtain a qualitatively correct semiglobal potential

energy surface.
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Table 1: Force field parameters for reaction 1.a

van der Waals parameters Morse parameters

atomic H H in H2 H in H2O O in OH O in H2O H–H in H2 O–H in OH O–H in H2O

rm, Å 1.32 1.20 1.32 1.62 1.82
ǫ, kcal/mol 0.008 0.016 0.008 0.059 0.036

re, Å 0.7414b 0.9707b 0.9470b

f , mdyn/Å 5.75c 6.5 7.45
De, kcal/mol 104.2d 120.0e 150.0e

a The van der Waals energy was calculated using the modified29 Exp-6 potential with the values for A, B,

and C as the original MM35 parameterization and the value for D of 0.01 for the symmetrized PES and

0.005 for nonsymmetrized PES. For the bond stretching terms we used the Morse potential. For the angle

bending potential in water we used the same functional form and the same parameters as in the original

MM3 force field (these parameters are not shown in this Table). bref 62. cref 63. dFor the bond stretching

term in H2 , De was set to be equal to Do
298

of ref 63. eFor OH stretches, the values used for De are larger

than the actual equilibrium dissociation energies, which does not cause a problem because in MCMM the

energy of reaction is evaluated by electronic structure calculations, not by molecular mechanics.

27



Table 2: Three geometries used in Shepard interpolation. Bond distances are in Å and bond angles
are in degree.

Structure r(OHa) r(OHb) r(OHc) r(HbHc) ∠ HaOHb ∠ HaOHc ∠ HbOHc ∠ HcHbO

SP-I 0.965 1.322 0.824 99.7 164.7
SP-II 1.122 0.992 0.992 102.3 102.3 103.4
Min-I 1.017 1.017 1.017 102.6 102.6 102.6
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Figure Captions

Figure 1. Atom labels for the unique data points (SP-I, SP-II, and Min-I) used in Shep-

ard interpolation.

Figure 2. Cuts through interpolated PESs plotted as functions of the OHa and OHb

distances showing the exchange reaction (eq 39) for the symmetrized PES (top) and non-

symmetrized PES (bottom). All remaining internal coordinates are fixed at their values

at the Min-I structure (see Table 2). Contour labels are in kcal/mol. The zero of energy

corresponds to the OH + H2 asymptote. The symmetrized PES shown in the upper panel

is constructed using 3 QM Hessians (MCMM(3)) and the unsymmetrized PES shown in the

lower panel is constructed using 2 QM Hessians (MCMM(2)), as explained in Section 3.

Figure 3. Cuts through interpolated PESs as functions of the OH and HH distances

showing the abstraction reaction channel 1; symmetrized PES (upper left and right panels)

and nonsymmetrized PES (lower left and right panels). Contour labels are in kcal/mol.

Contours on the lower right plot are shown in increment of 10 kcal/mol starting from −8

kcal/mol. The zero of energy corresponds to the OH + H2 asymptote. The numbers in

parenthesis indicate the number of QM Hessians. The cuts shown on the left and right sides

of the lower panel correspond to a nonsymmetrized MCMM(1) PES.
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Figure 2
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Figure 3
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