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Molecular mechanical force fields have been successfully used
to model condensed-phase and biomolecular systems for a half
century. Molecular mechanical force fields are analytic potential
energy functions based on classical mechanical force censtants, van
der Waals potentlals, electrostatics, and torsional potentials, with
parameters fit to experiment, to quantum mechanical caiculations,
or to both, Accurate results can be obtained from simulations
employing molecular mechanics for processes not Involving bond
breaking or bond forming. In this chapter, we describe a new
approach to deveioping force fields; this approach involves the direct
use of quantum mechanical calewlations rather than using them as
a training set for classical mechanical force fields. Computational
efficiency Is achieved hy partitioning of the entire system into
molecular fragments. Since the mutval electronic polarization is
explicitly treated by electronic structural theory, we call this
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appraach the explicit polarization {¥-Pol) method. Strategies and
examples are presented to illustrate the application of X-Pol to
describe intermolecular interactions as a quantum chemical model
and as a force field to carry out statistical mechanical Monte Carle
and molecular dynamics simulations.

2.1 Introduction

Melecular mechanical force flelds (MMFFs) were first praposed in
the 1940s to study steric effects of organic moelecules®? and were
extended to mode! biomolecular systems by Lifson and coworkers
in the 19605.% 5 Since that time, significant progress has been made,
and a number of force fields have been developed that can be used
to provide excellent guantitative Interpretation of experimental
ohservations.S ¥

Although the widely used force fields differ in their details
(for example, some of them include coupling between internal
coordinates), the functional forms used in MMFFs have remained
essentially unchanged over the past half century®%® and the
functional form depicted in Eq. 2.1 captures the essence of a typical
MMEF potential energy function;
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In this equation, the first sum accounts for bond stretching,
the second sum for valente angle bending, the third (deuble)
sum for torslons, and the fourth, where the sum goes only over
nonbonded and nongeminal atoms, for van der Waals interactions
and nonbonded Coulomb forces.

The Importance of polarization has long been recognized, and
Eg. (2.1} includes polarization implicitly through the choice of
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parameters, which are often designed to include not just the effect
of intramolecular polarization but aiso the effect of polartzation by
the solvent or other surroundings in a condensed-phase medium.
Major current efforts in improving MMFFs are being devoted to the
explictt inclusion of polarization by means of terms of various forms
to account for inductive forces.*? We will labet farce fields that
include polarization explicitly as polarized molecular mechanics
force fields or PMMFFs, while we restrict the acronym MMFFs to
force fields that include polarization only implicitly through the
parametrization.

Despite the success of molecular mechanics,2%5%5! there are
also a number of limitations: There is no general approach to
treat the coupling of internal degrees freedom, the treatment of
electronic polarization is difficult, intermolecular charge transfer is
neglected, excited electronic states cannat be treated, and in the
form usually employed the methods are inapplicable to chemijcal
reactions.2% In recent years, some extensions to treat chemicaily
reactive systems have been presented,*?"% and one can overcome
some of the limitations In specific applications by introducing
additional empirical terms,32325857 but here we dlscuss another
approach, where the whole treatment is intrinslcally based on
guantum mechanics (QM}.

Quantum mechanicat electronic structure calculations can pre-
vide both reactive and nonreactive potential energy surfaces,
including not only electrostatics and van der Waals farces but
also polarization and charge transfer effects. However, it is 2
daunting task {essentially impossible) to solve the Schrodinger
equation for a2 condensed-phase system. Therefore, a wide range
of approximate quantum chemical model chemistries have been
developed, including both wave functien theory (WFT)*® and
density functional theory [DFT),®® as well as varlous linear scaling
and fragment-based QM methads that have been proposed to reduce
the computation costs.5 -5 The latter represents an active approach
to balance aceuracy and efficlency in applying electronic structural
methods to large systems.

The explicit polarization {X-Pol) moedel is a fragment-based
(M method, in which the entire system is divided into moiacular
subunits,5566.77.8% which can be individual molecules, ions, ligands
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or cofactors, and amino acld residues or a group of these entities,
The key assumption in the X-Pal method is that the wave function
of the entire system is approximated as a Hartree product of
the wave functions of the Individua) fragments. Consequently, the
optimization of the total wave function can be reduced to the
optimization of each fragment emhedded in and pelarized by
the rest of the system. Clearly, variational optimization of the
mutual dependence of the fragmental wave functions is critical
to the success of this method. As a force field, the energy of
each fragment corresponding to the intramolecular energy terms
in an MMFF {s determined by the electronic structure method
used, whereas intermolecular interactions are modeled through
electrostatic embedding in terms of one-electron integrals. The
short-range exchange repulsion interactions between fragments, the
long-range dispersion interactions between different fragments, and
the interfragment correlation energy are neglected in the Hartree
product approximation but are modeleg empirically as in molecular
mechanics.*56577 Alternatively, these energy contributions can be
medeled by density-dependent functional %57 by MHartree-Fock
{HF) exchange,® or by making use of many-body expansion
corrections.®® The latter alsp takes into account interfragment
charge transfer effects, which are otherwise neglected, although
intrafragment charge transfer is fully Included. X-Po1%? can also be
used as a general QM-QM fragment-coupling scheme, 8 190,101 4
which different levels of theory are employed to madel different
fragments; we refer ta this as a multilevel method,

In the following sections, we summarize the theoretical formuia-
tion of the X-Pol model and iHtustrate the multilevel X-Pol®® method
for studying intermolecular interactions, tn addition, we diseuss our
work on using X-Pol as a quantum mechanlcal force field {QMFF) for
tiquid water simulations.

2.2 Theoreatical Background
In X-Pol, a macromolecular system is partitioned inte molecular

fragments, which may be called monomers. The division is flexible
within the constraint that monomers do net overiap, (ie, the
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subsystem inciuded in one fragment does not appear in another
moaomer), For solutions with small solute molecules, a fragment
can be a single solute or solvent molecule55%€ For large solute
molecules or biomacromelecules, (eg, a protein or enzyme-
substrate complex} a fregment can be a connected group of atoms
{e.g., peptide unit, or a metal atom or ion, a cofactor, or a mzamc.m.ﬁ
molecule).”+1%? Several peptide units can be comblned into the
same fragment, if desired, which can be useful for modeling systems
containing disuifide honds. The X-Pol method is derived from a
standard electronic structure method by a nested set of three
approximations, described next.

2.2.1 Approximation of the Total Wave Function and Total
Energy

The first approximation in the X-Pol theory is that the molecular
wave function of the entire system W is approximated as a
Hartree product of the antisymmetric wave functions of iedividual
fragments, {($4; A = 1,..., N}

)
W= [T wa. 2.2)

The wave function of fragmant 4, W, can either be 2 single deter-
minant from HF theory or Kohn-Sham DFT, or a multiconfiguration
wave function derived from complete active space self-consistent
field {CASSEF] or vatence bond {VB) calculations.
The effective Hamiltanian of the system is expressed as Eq. 2.3
DU R %0
& anTmMMUHF [os] + EX8), {2.3)
4 4 BgA
where the first term sums cver the Hamiltonians of all isolated
fragments and the second deuble summation accounts for pairwise
interactions among all the fragments, The explicit form of A2, which
js the Hamiltonian for an isolated fragment A In the gas phase, varies
according to the level of theory employed, for instance, post-HF
correlated methods can be used to treat the active site of an enzyme,
and HF or semiempirical molecular orbital methods can be used to
treat solvent molecules or peptide units that are distant from the
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reactive center. The Hamiltonfan H{"{p;] represents electrostatic
interactions between fragments 4 and 8, and the final term E%5
specifies exchange-repulsion, dispersion and other Interfragment
correlation energy contributions, and charge iransfer interactions,
as explained in more detail in the foilowing sections.

The total energy of the system {s written as the expectation value

of the effective Hamiltonian,

N 1 N N
Elfpll =< WH{W > = E4+ MM ST{EL pa. pa] + EXS
A

A DA

(2.4)

where £ 4 is the energy of fragment A that is determined using its

wave function as polarized by ail other fragments, and £ {4, ps]

is the electrostatic interaction energy between fragments 4 and B,

again calculated using the polarized wave functions. The latter term

is calculated from the point of view of fragment A and also from the

point of view of fragment 8, and the sum of these results is divided

by two since the same interactions are counted twice. Therefore, we
have

Eq =< Wy Ay, >, (2.5)

1
Ef%pa. o5} = 3 (< WA Toals > + < Wal B [p]1Ws >) .
(2.6)

2.2.2 Approximaotion on the Electrostatic Interaction
between Fragments

The second approximation in the X-Pol theory is the method
of treating the interaction between fragments. The interaction
Hamiltonian between fragment 4 and B is defined as

My L
Ailosl ==Y e @2+ 3 zlof®), @7
1=t o=l
where M4 and N, are respectively the number of electrons and
nuclei in frapment 4, Z7 is the nuclear charge of atom o of fragment
A, and S (rd) is the electrostatic potential at r, from fragment B.
The electrostatic potential is given by

2ty = \ : _M_mﬁum _W_%. (2.8)
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where ppir’) = ~pol (¥} + 3 258(r' — R]) s the total charge
B

density of fragment 8, including electron density g2, (1) and nuclear
charge Z] at Rj. The potential ®g(r}) can be used directly
te determine the electrostatic interaction energy of Eq. 2.7 this
invalves or is equivalent to evaluating the corresponding four-index
two-electron integrals explicitly, which ls time-consuming and could
be ifl-behaved when large basis sets are used. Although it yields the
classical electrostatic part of the interaction without approximation,
it does not include the exchange repulslon part of the interfragment
interaction or the interfragment correlation energy, which will be
discussed in Section 2.2.3. To reduce the computational cost in two-
electron integral calculation, it is desirable to an efficient approach
to treat interfragment electrostatic interactions.5%-5%

The quantity ®F(r/) may be considered as an embedding
potential of fragment A due to the external charge
distribution of fragment B, and a number of well-established
techniques.'®21103-17 can be used to model it. A general approach
for the classical electrostatic potential is to use a multicenter
multipole expansion,’® of which the simplest form is to limit the
expansion to the monopole terms, so the result only depends on
the partial atomic charges. The use of partial atomic charges to
approximate ©Z{rd) is particularly convenient for constructing the
effective Hamiltonian of Eq. 2.7, and this is the strategy that has been
adopted for the classical electrostatic part in the X-Pol method 556

The next issue in modeling the electrostatic interaction is
the method to obtain the monopole charges. For these charges,
one may use partial atomic charges fitted to the electrostatic
potential (ESP)I15 105106 108-113 op one may use Muiliken popula-
tion analysis,’®* pepulation analysis based on Lwdin orthogona-
lization,?®3 gr class 1V charges from mapping procedures!1*11% |n
which the mapping function has been parametrized to yield atomic
charges that reproduce experimental molecular dipole moments.
Another method is based on optimization of atomle charges to
reproduce the molecular multipole moments from QM calculations,
and we have recently used a procedure that preserves the molecular
dipole moment and polarizability to generate dipole-preserving and
polarization-consistent charges (DPPCs), 116
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Using the approximation of point charges, Eq. 2.8 is simplified to

Bredy = a5

g _u.ﬂ.t.mﬂw_.

2.2.3 Approximations to Interfragment
Exchonge~Dispersion Interactions

The Hartree product wave function in Eq. 2.2 neglects the long-range
interfragment  dispersion interactlons, the other interfragment
correlation energy contributions, and the short-range interfragment
exchange-repulsion interactions arising from the Paul exclusion
principle. Furthermore, the partition of a molecular system into
fragments and the restrictlon to an integer number of electrons in
each fragment precludes charge transfer between the fragments. But
interfragment dispersion interactions, the other interfragment cor-
relation energy contributians, the short-range exchange-repulston
interactions, and charge transfer make critical contributions to
intermolecular interactions, so they must be added to the X-Po}
energy exprassion. A brute force approach is to employ variatianal
many-body expansion {VMB) theory te make two-body, three-
body, and higher order corrections.® Although the accuracy can
be systematically improved by uslng many-body corrections, the
number of terms involved Increases rapidly with the number of
fragments and the order of correction, rendering this approach
impractical beyond two-body carrection terms. Thus In using
this approach, &t is critical to define the reference state for the
monomer energies such that the higher-order correction terms
are negligible. However, when the X-Pol method is used as a
thearetical frmmework to develop force fields for condensed-phase
and macromolecular systems, we can use a simpler approach. In
particular, we introduce empirical terms such as Lennard-Jones or
Buckingham potentials (as used in molecular mechanics) ta estimate
the exchange repuision, dispersion, other interfragment correlation,
and charge transfer energies. In one of the applications describad
In Section 2.4.1,7 we add the following pairwise Buckingham-
potential term to the interaction energy between fragments 4 and
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EX = MmM T:m fy-Fuy ﬂmv (2.10)

where the parameters are determined from the atomic parameters
according to combining rules:

Aip = (414 2.41)
By = (B + B)/2 (212}
Crp = {CiCp)V? (213}

[n the other application discussed in Section 2.4.2, we used pairwise
Lennard-Jones potentials.

2.2.4 Double Self-Consistent Field

As In standard electronic structure methods, the Reothaan-Hall
equation on each fragment in X-Pol is solved iteratively. However,
in X-Pol, In addition to the SCF convergence withia each malecular
fragment, the mutual polarization among all fragments of the whole
systamn must be converged, & procedure is depicted in Fig, 2.1, which
may be described as a double self-consistent field (DSCF) iterative
scheme. In practice, however, there ts no need to fully converge
the inner, intrafragment SCF before proceeding to the next iteratlon
step for the outer, interfragment SCE We found that it is often
computationally efficient to carry out two to three iterations in the
intrafragment SCF between the outer SCF iterations.

There are two ways of constructing the Fock matrix for solving
the DSCF equations; ene is based on the variational optimization
of the energy of Eq. 2.¢,% and the other, which was first used in
Monte Carlo simulations where analytic forces are not required 5556
is wrltten by assuming that each monomer is embedded in the fixed
electrostatic field of the rest of the system. The two approaches arg
discussed next.

{a} Variational X-Pol. In X-Pol, the Fack operator for 2 fragment, 4,
is derived by taking the derivative of the total energy [Eq. 2.4) with
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Figure 2.1 The schematic flow chart of DSCF fterations.

respect to gach element P2, of the electron density matrix:

Axpol _ OE[[2H] s 1 1
Pt = B PASCE = -..u”_o:m o> af Qmw”,u.mm.ﬂ (A2) -
e Bz bel acA
(2.14)

where FA? is the Fock matrix element for the Hamiltonian of the
isolated fragment A, gf is the point charge on atom b of fragment
8, If is the matrix of the one-electron integrals of the embedding
potential due to fragment B, X2 is a vector arising from the
derivative of the electrostatic interaction energy with respect to the
point charge of atom a:

8 43
N.m.a = M M” ﬁ»ﬂ. A—Mvuﬁ + M” _mﬂw..__l..lul”m. ' _”M.Hmu
a

A N\ do beb

and AZ Is the response density matrix;
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(b} Charge-embedding X-Pol. If each fragment is considered to be
embedded in the instantaneous static electrostatic field of the rest of
the system, one can construct a Fock operator for fragment A simaly
as follaws:

PALCE o pAO _ MU Mnm A_wua. {2.17)

B#A bl

In the charge-embedding approach, the mutuai polarlzation amang
all fragments in the system is achieved by iteratively updating the
partial atomic charges {qf } derived from the wave function for each
fragment In each outer, interfragment SCF step (Fig. 2.1). Note that
Eq. 2.14 \ndicates that the wave function of each fragment, 4, is fully
polarized by the full electric field of all other fragments, but the total
interaction energy will be determined by muitiplying a factor of 8.5
since the interactions between two monomers are counted twice,
Stmilar expressions are often found in continuum self-consistent
reaction field models for selvation.

Comparisan, In comparing methods a and b, we note that the
variational X-Po} method has the advantage of allowing the com-
putation of analytic gradients for efficient geometry optimization
and dynamics simulations. Furthermore, the total energy obtalned
from the variational procedure is necessarily lower than that from
the charge-embedding scheme. Consequently, it is expected that
the use of the variational X-Pal energy as the monomer energy
reference state in many-body energy expansion be more efficient
than other alternatives. Although it is possible to ohtain analytic
gradients for the non-variational, charge-embedding approaches,
it generally involves solution of coupled-perturbed self-consistent
field {CPSCF) equations, which is more time consuming. As a referee
of this manuscript tucidly pointed out, “often in the fragment
quantum chemistry literature, those response terms have simply
been ignored, with numerical consequentes that have never been
investigated.”
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2.3 Computational Datails

The X-Pol method has been implemented ina developmental version
of the Gaussian software package (H35).)"” Although a single
quantum chemical model can be used to represent all fragments,
any of the electrenic structure methods available in Gausslan, such
as HE, DFT, MP2, CCSD, BD, etc, can be mixed to represent different
fragments in a multilevel X-Pol calculation. We have {Hustrated
the multilevel approach in a recent study’? of two hydrogen-
borded complexes, including (a) acetic acid ffragment A) and water
{fragment B}, and {b) Hs07 fon {fragment A) and four surrounding
water molecules (fragments B, five fragments [n total}l. In that
work, the geometries of the complexss and Isolated monomers were
optimized using the M06 exchange-correlation functionall® and the
MG35'1° basis set, which was followed by single-point, multilevel X-
Po! calculations using the 6-31G{d)*? basis set.

For condensed-phase and macromolecular simulations, we have
written an X-Pol software package using the C+4 language, which
has heen incorporated into NAMD!?! and CHARMM.?? The X-Pol
program can be used with the popalar NDDO-hased semiempirical
Hamiltonians as well as the recently developed polarized molecular
orbital {PMO) model.}**** Molecular dynamics simulations of
liquid water have been carried out using the NAMD/X-Pol interface.
In addition, we have used an earlier version of the X-Pol model in
Monte Carlo simulations of liquid water,

Statistical mechanical Monte Carle simulations were perfarmed
on a system consisting of 267 water molecules in a cubic box, em-
ploying the XP3P water model, built upon the PMOw Hamiltontan 124
and the DPPC charge model.'*¢ Perlodic boundary conditions were
used along with the tsothermal-sobaric ensemble (NPT} at 1
atm and for a temperature ranging from --40 to 100 C. Spherical
cutoffs with a switching function between 8.5 & and 9.0 A based
on oxygen-oxygen separations were employed, and a long-range
correction to the Lennard-Jones potential was Included. 'n Monte
Carlo simulations, new configurations were generated by randomiy
translating and rotating a randomly selected water maolecule within
ranges of & 0.13 A and £ 13 . In addition, the volume of the
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system was changed randomly within the limit of £ 150 A% on every
550th attempted move, and the coordinates of oxygen atoms were
scaled accordingly. At least 5 x 10° configurations were discarded for
equilibratiun, followed by an additional 107 te 108 configurations for
averaging. About 6 10° configurations can be executed per day on
a six-core Intel Xeon X7542 Westmere 2.66 GHz processor.

The XP3P model was further employed in malecular dynamics
simulations for 500 ps in the NVT ensembie using the Lowe-
Andersen thermostat.’*>*?% The volume was fixed at the average
value from the Monte Carle simulation. The monomer geometries
were enforced by the SHAKE/RATTLE procedure.’*” The velocity
Verlet integration algorithm was used with a 1fs time step. The
Muonte Carlo simulations were performed using the MCSOL program
for ¥-Pol simulations,**® while molecular dynamics simulations
were carried out using a newly developed ¥-Pol program'2? written
in £++ which has bsen interfaced both with CHARMM® and
NAMD,1#

2.4 lllustrative Examples

2.4.3 Multilevel X-Pol as o Quantum Chemicol Model for
Macromolecules

The X-Pol theory can be used with a combination of different
electronic structure methods for different fragments. This provides
a general, multi-leve] QM/QM-type of treatment of a large system,
where the region of interest couid be modeled by a high-level
theory, embedded in an environment modeled by a lower level
representation. Some arbitrary combinations of different electronic
models are Hustrated by caleylations®? of the interaction energy
between acetic acid and water at the minimum-energy configuration
optimized with M06/MG3S {Fig. 2.2). To represent the electrostatic
potential in Eq. 2.9, we used two charge models, Mulltken population
analysis (MPA) and ESP charge-fitting with the Merz-Kollman
scheme (MK}, to construct the charge-embedding Fock matrix (Eq.
2.14), whereas only the MPA charges were used in variational X-Pol
{Eg. 2.11).
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Fligure 2.2 Schematic Hlustration of the optimized configuration of acatic
acid and water using M06/MG3S,

The binding energy for a bimolecular complex is defined by
DEy = Epp~ Ef — E§ {2.18)

{We have not applied any correction for the basis set superpaosition
error since the main purpose here {5 to iliustrate the passthility of
mixing different levels of theory in multi-tevel X-Pal calculations.)
in X-Pol, the binding energy is written as the sum of electrostatic
{A Eelec) and exchanpe-charge transfer-dispersion {A Excp) terms,

Dm&.ﬂ Dm.n_nnx_;b..m.xng _“N.H®w

where the electrostatic interaction energy in X-Pol is glven by
1
ABuec =, [EF"(B) + EF*(A) + (4 - ER) + (Eq — E), (220)

where E{'{Y) represents the interaction of "OM” fragment X
palarized by the electrostatic potential from fragment ¥, and {§y —

4} is the energy difference between fragment X in the complex
and in isolation. Table 2,1 summarizes the results from these
calculations.

The AEyep term can be determined by VMB expansion. For the
himolecular camplex in Fig. 2.2, the rwo-body correction energy
is exact. For condensed-phase and macromolecular systems, it is
convenient to simply approximate A Excp by an empirical potentlal
such as the Lennard-Jones potential or the Buckingham potential.

The total binding energy betwsen acetic acid and water were
estimated to be —6.9 and ~6.6 keal/mol from MO&/MG3S and
CCSD{7T) /M35, respectively. Therefore, Table 2.1 shows that the
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Table 2,1 Computed electrostatic Interactions ener-
ples AFay {heal/mol) between acetic acid {A) and
water (B) using multitevel X-Pol with the charge-em-
bedding and variational interaction Hamlltonlans

A B Charge-embedding Vatiattonal  Full QM7
MH-ESP  MFA MPA
MO6  MD6 70 S 1) 6.9
MO0 BIYF 54 73 -@82 -~ B3
Hos  HF T2 79 94 %]
MP2 HF 71 -7 -84 - 68
€osn Mo 72 74 8o 65
Noter The 6-31G(d} basis set was used {n !t clculatlions with the
MOE/MGIS optimized and dimer g ies,
sComputed for the complex using the method Hsted under A with the
MG3S basis set

“Determinad using CCSD{T)

approximate electrostatic components computed by the X-Pol
method pverestimate binding interactions for all eombinations of
methods examined except the combination of M06& for acetic acid
and B3LYP for water, Within the charge-embedding scheme, the use
of ESP-fitted charges resulted In somewhat weaker binding inter-
actions than those from Mulliken population anatysls. However, the
variational approach yielded binging energies about 1-2 keal/mol
greater than the corresponding embedding model: at the M06/6-
316G{d) level, the binding energy difference between the variational
X-Pol result and reference value is about 2 keal/mol. An empirical
correction based on the Buckingham potential, dominated by the
first term that represent exchange repulsion, gives a correction of
2.1 keal/emo}, and if this is added to the electrostatic terms. the rotal
X-Pol results obtained using the variational approach become more
censistent with the values from fully delocalized calculations.

Table 2.2 shows the computed electrostatle interaction energies
and the empirical AFEyep correction term for a protonated water
cluster using the multilevel X-Pal scheme, The protonated water
cluster is 2 Zundel ion :mom‘ with four water molecules; the
optimized structure of the complex obtained by the M06/MG3S
method is illustrated in Fig. 2.3. Next we analyze the individual
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Table 2.2 Computed electrostatic interactions energies
AEqe (keal/mol) between Hs0 [A) and [H;0)s {B}
using multilevet X-Pol with the charge-embedding and
variational interaction Hamiltonizns ’

A i Charge-embedding Yarkaicnal

MH-ESP MPA MPA AEyea &6
M6 Mos ~B%.1 -B75 ~810 182 ~TZ8
Moe BILYP 877 ~8532 281 182 —-5%9
Mo& HF -920 -7 945 18,2 =763
Mp2 HF 429 927 344 1B2 -76.2
CLSp  Woa -H9.5 -88.0 -B3g 182 687

Mote: The 6-31G{d) basis set was used In all cateulntions with MOE/MGIS
opilmized monomer and dimer geometries.

Flgure 2.3 Fragment partition of the H;07 (H,0), cluster optimized usin
M06/MG3S5. : P s

contributions from exchange-repulsion, dispersion and tharge
transfer interactions.

As explained elsewhere,”® exchange repuision can be obtained
as the difference between the energy from the antisymmetrized
%-Pol wave function for the two fragments, A{W,¥ ), and the X-
Pol electrostatic interaction energy A 5. obtained at the SCF level.
Using MB6/6-31G{d), the charge-embedding scheme vizided an

Hustrotive Exomples | 4%

exchange repuision energy of 30.0 keal/mol with the MK charge
model and 28.5 keal /mol with the MPA charge scheme. This may be
compared with a vatue of 35.8 kcal /mol from variational X-Pol using
MPA. The difference between the non-varfational charge-smbedding
scheme and the variational X-Pol result shows that there is charge
penetration between the two monomer fragments, but the use of
unscreened point-charge interactlons does not account for this,13°
Note that the exchange energy described above was estimated using
the X-Pol electrostatic energy, which is an approximation to the
two-electron repuision integrals between the two fragments, as
explained in Section 2.2.2.

The exchange repulsion energy can be abtained more rigorously
by block localized energy decompesition analysts,'#3%* and we
have carried out this analysis for the complex at the HE/aug-cc-
pVDZ level. The computed exchange-repulsion and charge transfer
energies are 388 keal/mol and —13.3 keal/mol, with a net
contribution of 25,5 kcal/mol from the two energy terms.

The dispersion-correlation energy can be defined as the differ-
ence between the interaction energy computed using an accurate
posi-Hartree~-Fock method and that at the Hartree~-Fock level, both
corrected by basis set superpositlon errors, Here, we have not
Included the BSSE correction contributions, which will affect the
guangitative results. Based on the binding energies calculated by
CLSB(TY/MG3S {—69.7 keal/mol} and by HFfaug-ce-pVDZ {—62.4
keal/moi), we estimate a dispersion-correlation epergy of —7.3
kcal/mot, The sum of these terms, that is, 25.5 minus 7.3 kecal/ma),
which includes exchange repulsion, charge transfer, and dispersion-
correlation, gives an estimate of the AEycy term, which Is 18.2
kecal/meol for the interactions between the Zundel ion and four water
melecules. Including the AEycp energy, we find that the total X-
Pal binding energies from various multilevel calculation range fram
-65 to -76 kcal/mol, which may be compared with the binding
energy computed using CCSD{T]/MG3S {—69.7 kcal/mal} for the
ful! system, The discrepancy between the X-Pal results and ful! QM
results has several contributing factors, chief of which include fixed
geometry at a different level of theory and basis set, and the use of
a rather small basis set in the X-Pol calculations, Without including
A Eyen, the hinding energies for different X-Pol calculations range
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from - 83 and - 92 keal/mol, all significantly greater than the full
QM value.

2.4.2 The XP3P Model for Water as a Quantum
Mechanical Force Fieid

Although ab initle molscular orbital theory and density Functional
theory can be used to systematically improve the accuracy of X-Pol
results for large systems, it is still impractical to use these methods
to perform melecular dynamics simulations for an extended period
of time. With increased computing power, this will become feasible
in the future; however, at present, it is desirable to use semlempirical
molecuiar orbital models such as the popular approaches based
on neglect of diatomic differential overtap (NDDO}Y'Y or the more
recent self-consistent-charge tight-binding density functional [SCC-
DFTB)1*: 135 method ko model condensed-phase and biomacremole-
cules.

Most semiempirical molecular orbital methods are known to be
inadequate to describe intermolecular interactions, espacially on
hydrogen bonding Interactions because molecular polarizabilities
are systematitally underestimated in comparison with experiments,
Recently, we introduced a polarized molecular orbital {PMO)
method!?2~ 12 which is based on the MNDOY6 138 fyrmalism with
the addition of a set of p-orbitals on each hydrogen atom.!3? k
was found that the computed molecular polarizabllities for a range
of compounds containing hydrogen, carbon and oxygen are very
significantly improved,'?2 %3 n addition to the enhancement in
computed molecular polarizability, 8 damped dispersion function
ts included as a post-5CF correction to the electronic energy. In
principle, the Lehnard-Jones terms originally adopted in the X-
Pol method could be used5® Here, we added damped dispersion
by following the work of, among others, Tang and Toennies
in wave function theory*® and Grimme in density functional
theory'* 12 and we used the parameters proposed by Hillier
and co-workers In the PM3-D method.'¥ 5 The inclusion of
the damped dispersion terms further improves the deseription of
intermolecular interactions and the performance of PMO on smail
molecular clusters.
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We note ohe previous model similar in spirit {0 PMQ, namely
the semiempirical self-consistent polarization neglect of diatomic
differential overlap (SCP-NDDD) method, parametrized to repro-
duce properties of water clusters by Chang et al.'*® They obtained a
good polarizability of water without using p functions on hydrogen
{i.e, they used the minimal basis set employed in most NDDO
calculations), but their model is parametrized only for water. Since
a rinimal basis set does not have the flexibility to yield an accurate
polarizability in ab initlo calculations,'3® it is not clear if the SCP-
NDDO-type parametrization could be extended to a broader range
of molecules.

The construction of 3 QMFF based on the X-Pol formalism
has two components. First, a computationally efficient quantum
chemical mode! is needed to describe the electronic structure of
individual molecular fragments. For liquid water, we adopted the
PMOw Hamiltonian, 124 which has been specifically parameterized
for compounds contatning oxygen and hydrogen atems. Second,
a practical and parametrizable procedure is desired to model
tnterfragment electrostatlc and exchange-dispersion interactions.
Here, for the electrostatic corponent, we used the dipele preserving
and polarization consistent (DPPC) charges to approximate the
electrostatic potential of individual fragments. In this approach,
the partial atomic charges are derived to exactly reproduce the
Instantaneous molecular dipole moment from the polarized electron
density of each fragment. Since the DPPC charges are optimized
by the Langrangian muitiptier technique, there are no adjustable
parameters. For the A Exgp term, we used pairwise Lennard-jones
potentias, which are based two parameters for each atomic number
fwith pairwlise poetentials obtalned by combining rules. Empioying
this strategy, we have developed an X-Pol quantum chemical model
for water, called the XP3P model, to be used in fluid simulations.

The computed and experimental thermodynamic and dynamic
properties of liquid water at 25 C and 1 atm are listed in Table 2.3,
along with the results from an MMFF, namely TIP3Pf and from two
PMMFFs, namely AMOEBA® and SWM4-NDE* The standard errors
(£ 1¢) were obtained from fluctuations of separate averages over
blocks of 2-4 x105 configurations. The average density of XP3P is
0.996 % 0.001 g/cm? which is within 1% of tire expertmental value
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Table2.3 Computed liquid properties of the XP3P modet for water
aleng with those fram experiments, and the TIPSE AMOEBA, and

SWM4-NDP modsls

xP3pP TIP3F  AMOEBA  SWM4-NDP  Expt.
Ay, Real/mol 10422000 1041 1048 1051 10.51
Denslty, gfem? 03960081 1002 1000 1002 6.997
Cucalmat 'K 21810 WwWe 209 1.0
108, atm ¢ Bk £0 6
105, | ! 37£3 75 6
g D 188 23 177 188 185
g, O 25240002 231 278 233 2326
10° 5, cm? s 27 51 202 13 3
£ 9748 92 a2 79£3 78

*adl,, heat of vaporizailon; ¢, heat capacity; «, isothermal compressibiity; o,
cusfiiclent of thermal expansion, #, dipole momeat: 0, diffusion constnt and &
dizlectric constant. . .

and Is similar to results obtained with other polarizable and non-
polarizable force fields {see Table 2.3). The heat of vaporizatioh was
computed using AH, = —£({1} + AT, where &{i} is the average
interaction energy per monomer fram the Monte Carlo stmulation,
and Rand T are the gas constant and tetniperature. The XP3P modal
for water ylelded an average AH, of 10.42 + 0.01 keal/mol using
the non-variational {charge-embedding) approximation, whereas
the value is increased to 10.58 kcal/mal using the variational Fock
operater in molecular dynamics. The variational X-Pol approach
lowers the interaction energy in the liquld by about 1.5% as
cempared to the direct charge-embedding approach. Considering
the difficulty to achieve converged results on quantities invelving
fluctuations, including isothermal compressibility, coefficlent of
thermal expansion and dieleciric constant, overall, the agreemeftt
with experiment is good, and the performance of the XP3P model is
as goad as any other empirical force fields in dynamics simulations.
The average molecutar dipole moment of melecules in a
condensed phase is nat well defined, hut it ts very comimen far it te
be calculated from partial atomic charges or other analysis methods,
We calculated the average dipole moment of water in the Hguid
< pyig > to be 2.524 L 0,002 D, which represents an increase of
35% relative to the gasphase equilibrium-geometry value (1.88 b
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from the PMOw Hamiltonian}. We found that water malecules in
the liquid experlence a-wide spectrum of instantaneous electrostatic
fields from the rest of the system, reflected in the distribution of
the instantaneous molecular dipole moments that range from 2.1
to 2.9 D. in MMFF models, the dipole moment is fixed and thus has
no fluctuation at all, Of the two PMMEFs in the table, the AMOEBA
mode} produced & much larger dipole moment {2.78 D) than PMOw
in the Hiquid, but the SWM4-NDP modetl ylelded a somewhat small
value of 2.46 D. The PMMFF model of Dang and Chang™ increases
the dipole moment from an equilibriom valee of 1.51 D in the gas
to an average vaiue of 2,75 D in the liquid, and a survey of eight
PMMFFs by Chen et al3® found average dipole momenis in the
liquid ranging from Z.31 to 2.83 D. Examining two other PMMFEPs,
Habershon et ak}*? found average dipole moments of 2.35 and 2.46
D. Stern and Berne,"? based on a fluctuating charge model type
of PMMEFF, calculated an equilibrium gas-phase dipole moment of
1.86 B, an average gas-phase dipole moment of 1.92 D (3.6% larger
than experiment), and a liquid-phase average dipole moment of
3.01 D. With arother PMMFF, Yu and van Gunsteren®? calculated an
ecuillbrium gas-phase dipole moment of 1.86 D and a liquid-phase
average dipole moment of 257 D

Murdachaew et al.'"® used the SCP-NDDO semtempirical mole-
eular orbital model to calculate an increase in the dipele moment
from the equilibrium gas-phase value to the liquid-phase value from
2.16 D to 2.8 D, an increase of 30%, whereas with the older PM3*5t
and PM&'S! NDDO-type method, which significantly underestimate
the polarizability of water, they found that the increase was anly 9%
and 13%, respectively.

Direct dynamics calculations'¥ with the BLYP exchange-
correlation functional and electric properties computed from
localized Wannier functions predicted an increase of the dipole
moment from an equilibrium value of 1.87 D in the gas to an average
value of 2.95 D in the liquid.

There is no experimental data for direct comparison, but values
ranging from 2.3 to 3.0 [ have been advocated, based in part on-an
estimate for ice th.19315% The point of these various comparisons
of the calculated dipole moment of water in the bulk is not
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to claim that the X-Pol value s more accurate than the others,
put rather to show that i is consistent with the range of
previous estimates. Nevertheless, based on analysis of dielectric
screening effects of water, Sprik pointed out that an average dipole
moment of 2.5-2,6 D in liquid water would most likely yield the
correct dlelectric constant,’5® and a similar approach was used by
Lamoureus et al, 1%

All other thermodynamic and dynamic properties determined
using the XP3P mode! in Table 2.3 are in reasonable accord with
experiments and are of similar accuracy in comparison with other
empirical models. We note that in contrast to the large number of
PMMFFs in the literature that are based on parameterization using
different physical approximations, the electronic polarization from
the present XP3P model is explicitly described based on a guantum
chemical formalism,

Figure 2.4 shows the structure of liquid water characterized by
radial distribution functions (RDFs); g.,(r) gives the probability of
finding an atom of type y at a distance r from an atom of type
x relative to the bulk distribution, where the type is determined
by the atomic number In comparison with the neutron scattering
data, the computational results are in excellent agreement with
experlments. In particular, a well-resolved minimurt following the
first peak in the 0-0 distribution was obtained, whereas the widely
used TIP3P and SPC models do not show this feature.? For the XP3P
potential, the location of the maximum of the first peak of the O-0
RDF is 2.78 = 0.05 A with a peak height of 3.0. For comparison, the
corresponding experimental values are 2.73 A and 2.8 from neutron
diffraction, 157758 The coordination number of a water molecute in
the first solvation layer was estimated to be 4.5, in agreement with
the neutron diffraction result of 451,757 1% The oxygen-hydrogen
and hydrogen-hydrogen radial distribution functions also agree well
with experiments.

1.6 {b)

Gel0)
[~

1.2

0.8

044

oo
i 2 3 4 5 8 7

Distance (A)

Flgera2.4 Computed (solid) and experimental {dashed} radial distribution
functons for O-0, 0-H, and H-H pairs in liguid water at 25 C.
2.5 Conclusions

Moleeutar mechanical force fields (MMFFs) have been successfully
used to model candensed-phase and biological systems for a
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half century, and mere recently polarized molecular mechanics
force fields (PMMFFs) have been developed. Thanks to careful
parametrizatian, such classical force fields can be used ta provide
useful interpretation of axperimental findings. In this chaptes,
we presented a new strategy to construet the patential energy
surface for macromolecular systems on the basis of quantum
mechanical formalisms. Rather than using quantum chemical results
as the target for fitting empirical parameters in the force field, we
empioy electronic structure theory directly to mode! intermolecular
interactions. As a resuit, we call this approach a quantum mechanical
force field (QMER),

Our strategy is based on partition of condensed-phase and
macromolecular systems inte fragments, each of which Is explicitly
represented by an electranmic structuve theory with an antisym-
metrized wave function. To achieve efficient scaling in the computa-
tional cost, the overall molecular wave function of the entire system
is approximated by a Hartree product of the individual fragment
wave functions. Consequently, the self-consistent field optimization
of each molecular wave function can be carried out separately
under the influence of the self-consistent polarization by the electric
field of the rest of the system. Since the electronie polarization
due to interfragment interactions is treated explicitly by electronic
structural theory, we call this method the explicit puolarization
{X-Pol} theory. In this chapter we summarized the theoretlcal
background of X-Pel and tilustrated its application as a versatile
electronic structure method to treat Intermolecular interactions
that can be extended to larze molecular and biomolecular systems,
inciuding condensed-phase systems. 4 key application s that we
presented an optimized model for statistical mechanical Monte
Carlo and molecular dynamics simulations of liguid water by using
X-Pol as a QMFF. These illustrative examples in this chapter show
that the X-Pol method can be used as a next-generation force field
to accurately mode] molecular complexes and condensed-phase
systems and in other work we have also illustrated the method for
biomolecular systems,102
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appraach the explicit polarization {¥-Pol) method. Strategies and
examples are presented to illustrate the application of X-Pol to
describe intermolecular interactions as a quantum chemical model
and as a force field to carry out statistical mechanical Monte Carle
and molecular dynamics simulations.

2.1 Introduction

Melecular mechanical force flelds (MMFFs) were first praposed in
the 1940s to study steric effects of organic moelecules®? and were
extended to mode! biomolecular systems by Lifson and coworkers
in the 19605.% 5 Since that time, significant progress has been made,
and a number of force fields have been developed that can be used
to provide excellent guantitative Interpretation of experimental
ohservations.S ¥

Although the widely used force fields differ in their details
(for example, some of them include coupling between internal
coordinates), the functional forms used in MMFFs have remained
essentially unchanged over the past half century®%® and the
functional form depicted in Eq. 2.1 captures the essence of a typical
MMEF potential energy function;

bonds 1 amgles 1
- N 2
V= M 5 KoCRy - REY® M wa%nrmwm

torsion yn

+ M 3. = (1 + cos{ag: — 67)]

m Eu -m .... ﬁﬂl_::v«u W..E
+m : hx: m: m: Am.s

In this equation, the first sum accounts for bond stretching,
the second sum for valente angle bending, the third (deuble)
sum for torslons, and the fourth, where the sum goes only over
nonbonded and nongeminal atoms, for van der Waals interactions
and nonbonded Coulomb forces.

The Importance of polarization has long been recognized, and
Eg. (2.1} includes polarization implicitly through the choice of

{ntreduction

parameters, which are often designed to include not just the effect
of intramolecular polarization but aiso the effect of polartzation by
the solvent or other surroundings in a condensed-phase medium.
Major current efforts in improving MMFFs are being devoted to the
explictt inclusion of polarization by means of terms of various forms
to account for inductive forces.*? We will labet farce fields that
include polarization explicitly as polarized molecular mechanics
force fields or PMMFFs, while we restrict the acronym MMFFs to
force fields that include polarization only implicitly through the
parametrization.

Despite the success of molecular mechanics,2%5%5! there are
also a number of limitations: There is no general approach to
treat the coupling of internal degrees freedom, the treatment of
electronic polarization is difficult, intermolecular charge transfer is
neglected, excited electronic states cannat be treated, and in the
form usually employed the methods are inapplicable to chemijcal
reactions.2% In recent years, some extensions to treat chemicaily
reactive systems have been presented,*?"% and one can overcome
some of the limitations In specific applications by introducing
additional empirical terms,32325857 but here we dlscuss another
approach, where the whole treatment is intrinslcally based on
guantum mechanics (QM}.

Quantum mechanicat electronic structure calculations can pre-
vide both reactive and nonreactive potential energy surfaces,
including not only electrostatics and van der Waals farces but
also polarization and charge transfer effects. However, it is 2
daunting task {essentially impossible) to solve the Schrodinger
equation for a2 condensed-phase system. Therefore, a wide range
of approximate quantum chemical model chemistries have been
developed, including both wave functien theory (WFT)*® and
density functional theory [DFT),®® as well as varlous linear scaling
and fragment-based QM methads that have been proposed to reduce
the computation costs.5 -5 The latter represents an active approach
to balance aceuracy and efficlency in applying electronic structural
methods to large systems.

The explicit polarization {X-Pol) moedel is a fragment-based
(M method, in which the entire system is divided into moiacular
subunits,5566.77.8% which can be individual molecules, ions, ligands
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or cofactors, and amino acld residues or a group of these entities,
The key assumption in the X-Pal method is that the wave function
of the entire system is approximated as a Hartree product of
the wave functions of the Individua) fragments. Consequently, the
optimization of the total wave function can be reduced to the
optimization of each fragment emhedded in and pelarized by
the rest of the system. Clearly, variational optimization of the
mutual dependence of the fragmental wave functions is critical
to the success of this method. As a force field, the energy of
each fragment corresponding to the intramolecular energy terms
in an MMFF {s determined by the electronic structure method
used, whereas intermolecular interactions are modeled through
electrostatic embedding in terms of one-electron integrals. The
short-range exchange repulsion interactions between fragments, the
long-range dispersion interactions between different fragments, and
the interfragment correlation energy are neglected in the Hartree
product approximation but are modeleg empirically as in molecular
mechanics.*56577 Alternatively, these energy contributions can be
medeled by density-dependent functional %57 by MHartree-Fock
{HF) exchange,® or by making use of many-body expansion
corrections.®® The latter alsp takes into account interfragment
charge transfer effects, which are otherwise neglected, although
intrafragment charge transfer is fully Included. X-Po1%? can also be
used as a general QM-QM fragment-coupling scheme, 8 190,101 4
which different levels of theory are employed to madel different
fragments; we refer ta this as a multilevel method,

In the following sections, we summarize the theoretical formuia-
tion of the X-Pol model and iHtustrate the multilevel X-Pol®® method
for studying intermolecular interactions, tn addition, we diseuss our
work on using X-Pol as a quantum mechanlcal force field {QMFF) for
tiquid water simulations.

2.2 Theoreatical Background
In X-Pol, a macromolecular system is partitioned inte molecular

fragments, which may be called monomers. The division is flexible
within the constraint that monomers do net overiap, (ie, the
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subsystem inciuded in one fragment does not appear in another
moaomer), For solutions with small solute molecules, a fragment
can be a single solute or solvent molecule55%€ For large solute
molecules or biomacromelecules, (eg, a protein or enzyme-
substrate complex} a fregment can be a connected group of atoms
{e.g., peptide unit, or a metal atom or ion, a cofactor, or a mzamc.m.ﬁ
molecule).”+1%? Several peptide units can be comblned into the
same fragment, if desired, which can be useful for modeling systems
containing disuifide honds. The X-Pol method is derived from a
standard electronic structure method by a nested set of three
approximations, described next.

2.2.1 Approximation of the Total Wave Function and Total
Energy

The first approximation in the X-Pol theory is that the molecular
wave function of the entire system W is approximated as a
Hartree product of the antisymmetric wave functions of iedividual
fragments, {($4; A = 1,..., N}

)
W= [T wa. 2.2)

The wave function of fragmant 4, W, can either be 2 single deter-
minant from HF theory or Kohn-Sham DFT, or a multiconfiguration
wave function derived from complete active space self-consistent
field {CASSEF] or vatence bond {VB) calculations.
The effective Hamiltanian of the system is expressed as Eq. 2.3
DU R %0
& anTmMMUHF [os] + EX8), {2.3)
4 4 BgA
where the first term sums cver the Hamiltonians of all isolated
fragments and the second deuble summation accounts for pairwise
interactions among all the fragments, The explicit form of A2, which
js the Hamiltonian for an isolated fragment A In the gas phase, varies
according to the level of theory employed, for instance, post-HF
correlated methods can be used to treat the active site of an enzyme,
and HF or semiempirical molecular orbital methods can be used to
treat solvent molecules or peptide units that are distant from the
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reactive center. The Hamiltonfan H{"{p;] represents electrostatic
interactions between fragments 4 and 8, and the final term E%5
specifies exchange-repulsion, dispersion and other Interfragment
correlation energy contributions, and charge iransfer interactions,
as explained in more detail in the foilowing sections.

The total energy of the system {s written as the expectation value

of the effective Hamiltonian,

N 1 N N
Elfpll =< WH{W > = E4+ MM ST{EL pa. pa] + EXS
A

A DA

(2.4)

where £ 4 is the energy of fragment A that is determined using its

wave function as polarized by ail other fragments, and £ {4, ps]

is the electrostatic interaction energy between fragments 4 and B,

again calculated using the polarized wave functions. The latter term

is calculated from the point of view of fragment A and also from the

point of view of fragment 8, and the sum of these results is divided

by two since the same interactions are counted twice. Therefore, we
have

Eq =< Wy Ay, >, (2.5)

1
Ef%pa. o5} = 3 (< WA Toals > + < Wal B [p]1Ws >) .
(2.6)

2.2.2 Approximaotion on the Electrostatic Interaction
between Fragments

The second approximation in the X-Pol theory is the method
of treating the interaction between fragments. The interaction
Hamiltonian between fragment 4 and B is defined as

My L
Ailosl ==Y e @2+ 3 zlof®), @7
1=t o=l
where M4 and N, are respectively the number of electrons and
nuclei in frapment 4, Z7 is the nuclear charge of atom o of fragment
A, and S (rd) is the electrostatic potential at r, from fragment B.
The electrostatic potential is given by

2ty = \ : _M_mﬁum _W_%. (2.8)
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where ppir’) = ~pol (¥} + 3 258(r' — R]) s the total charge
B

density of fragment 8, including electron density g2, (1) and nuclear
charge Z] at Rj. The potential ®g(r}) can be used directly
te determine the electrostatic interaction energy of Eq. 2.7 this
invalves or is equivalent to evaluating the corresponding four-index
two-electron integrals explicitly, which ls time-consuming and could
be ifl-behaved when large basis sets are used. Although it yields the
classical electrostatic part of the interaction without approximation,
it does not include the exchange repulslon part of the interfragment
interaction or the interfragment correlation energy, which will be
discussed in Section 2.2.3. To reduce the computational cost in two-
electron integral calculation, it is desirable to an efficient approach
to treat interfragment electrostatic interactions.5%-5%

The quantity ®F(r/) may be considered as an embedding
potential of fragment A due to the external charge
distribution of fragment B, and a number of well-established
techniques.'®21103-17 can be used to model it. A general approach
for the classical electrostatic potential is to use a multicenter
multipole expansion,’® of which the simplest form is to limit the
expansion to the monopole terms, so the result only depends on
the partial atomic charges. The use of partial atomic charges to
approximate ©Z{rd) is particularly convenient for constructing the
effective Hamiltonian of Eq. 2.7, and this is the strategy that has been
adopted for the classical electrostatic part in the X-Pol method 556

The next issue in modeling the electrostatic interaction is
the method to obtain the monopole charges. For these charges,
one may use partial atomic charges fitted to the electrostatic
potential (ESP)I15 105106 108-113 op one may use Muiliken popula-
tion analysis,’®* pepulation analysis based on Lwdin orthogona-
lization,?®3 gr class 1V charges from mapping procedures!1*11% |n
which the mapping function has been parametrized to yield atomic
charges that reproduce experimental molecular dipole moments.
Another method is based on optimization of atomle charges to
reproduce the molecular multipole moments from QM calculations,
and we have recently used a procedure that preserves the molecular
dipole moment and polarizability to generate dipole-preserving and
polarization-consistent charges (DPPCs), 116
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Using the approximation of point charges, Eq. 2.8 is simplified to

Bredy = a5

g _u.ﬂ.t.mﬂw_.

2.2.3 Approximations to Interfragment
Exchonge~Dispersion Interactions

The Hartree product wave function in Eq. 2.2 neglects the long-range
interfragment  dispersion interactlons, the other interfragment
correlation energy contributions, and the short-range interfragment
exchange-repulsion interactions arising from the Paul exclusion
principle. Furthermore, the partition of a molecular system into
fragments and the restrictlon to an integer number of electrons in
each fragment precludes charge transfer between the fragments. But
interfragment dispersion interactions, the other interfragment cor-
relation energy contributians, the short-range exchange-repulston
interactions, and charge transfer make critical contributions to
intermolecular interactions, so they must be added to the X-Po}
energy exprassion. A brute force approach is to employ variatianal
many-body expansion {VMB) theory te make two-body, three-
body, and higher order corrections.® Although the accuracy can
be systematically improved by uslng many-body corrections, the
number of terms involved Increases rapidly with the number of
fragments and the order of correction, rendering this approach
impractical beyond two-body carrection terms. Thus In using
this approach, &t is critical to define the reference state for the
monomer energies such that the higher-order correction terms
are negligible. However, when the X-Pol method is used as a
thearetical frmmework to develop force fields for condensed-phase
and macromolecular systems, we can use a simpler approach. In
particular, we introduce empirical terms such as Lennard-Jones or
Buckingham potentials (as used in molecular mechanics) ta estimate
the exchange repuision, dispersion, other interfragment correlation,
and charge transfer energies. In one of the applications describad
In Section 2.4.1,7 we add the following pairwise Buckingham-
potential term to the interaction energy between fragments 4 and
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Hy M

iy £
EX = MmM T:m fy-Fuy ﬂmv (2.10)

where the parameters are determined from the atomic parameters
according to combining rules:

Aip = (414 2.41)
By = (B + B)/2 (212}
Crp = {CiCp)V? (213}

[n the other application discussed in Section 2.4.2, we used pairwise
Lennard-Jones potentials.

2.2.4 Double Self-Consistent Field

As In standard electronic structure methods, the Reothaan-Hall
equation on each fragment in X-Pol is solved iteratively. However,
in X-Pol, In addition to the SCF convergence withia each malecular
fragment, the mutual polarization among all fragments of the whole
systamn must be converged, & procedure is depicted in Fig, 2.1, which
may be described as a double self-consistent field (DSCF) iterative
scheme. In practice, however, there ts no need to fully converge
the inner, intrafragment SCF before proceeding to the next iteratlon
step for the outer, interfragment SCE We found that it is often
computationally efficient to carry out two to three iterations in the
intrafragment SCF between the outer SCF iterations.

There are two ways of constructing the Fock matrix for solving
the DSCF equations; ene is based on the variational optimization
of the energy of Eq. 2.¢,% and the other, which was first used in
Monte Carlo simulations where analytic forces are not required 5556
is wrltten by assuming that each monomer is embedded in the fixed
electrostatic field of the rest of the system. The two approaches arg
discussed next.

{a} Variational X-Pol. In X-Pol, the Fack operator for 2 fragment, 4,
is derived by taking the derivative of the total energy [Eq. 2.4) with
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Figure 2.1 The schematic flow chart of DSCF fterations.

respect to gach element P2, of the electron density matrix:

Axpol _ OE[[2H] s 1 1
Pt = B PASCE = -..u”_o:m o> af Qmw”,u.mm.ﬂ (A2) -
e Bz bel acA
(2.14)

where FA? is the Fock matrix element for the Hamiltonian of the
isolated fragment A, gf is the point charge on atom b of fragment
8, If is the matrix of the one-electron integrals of the embedding
potential due to fragment B, X2 is a vector arising from the
derivative of the electrostatic interaction energy with respect to the
point charge of atom a:

8 43
N.m.a = M M” ﬁ»ﬂ. A—Mvuﬁ + M” _mﬂw..__l..lul”m. ' _”M.Hmu
a

A N\ do beb

and AZ Is the response density matrix;
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gt _ aal

A — -
(Ad}u = IPET T aRET

(2.16)

(b} Charge-embedding X-Pol. If each fragment is considered to be
embedded in the instantaneous static electrostatic field of the rest of
the system, one can construct a Fock operator for fragment A simaly
as follaws:

PALCE o pAO _ MU Mnm A_wua. {2.17)

B#A bl

In the charge-embedding approach, the mutuai polarlzation amang
all fragments in the system is achieved by iteratively updating the
partial atomic charges {qf } derived from the wave function for each
fragment In each outer, interfragment SCF step (Fig. 2.1). Note that
Eq. 2.14 \ndicates that the wave function of each fragment, 4, is fully
polarized by the full electric field of all other fragments, but the total
interaction energy will be determined by muitiplying a factor of 8.5
since the interactions between two monomers are counted twice,
Stmilar expressions are often found in continuum self-consistent
reaction field models for selvation.

Comparisan, In comparing methods a and b, we note that the
variational X-Po} method has the advantage of allowing the com-
putation of analytic gradients for efficient geometry optimization
and dynamics simulations. Furthermore, the total energy obtalned
from the variational procedure is necessarily lower than that from
the charge-embedding scheme. Consequently, it is expected that
the use of the variational X-Pal energy as the monomer energy
reference state in many-body energy expansion be more efficient
than other alternatives. Although it is possible to ohtain analytic
gradients for the non-variational, charge-embedding approaches,
it generally involves solution of coupled-perturbed self-consistent
field {CPSCF) equations, which is more time consuming. As a referee
of this manuscript tucidly pointed out, “often in the fragment
quantum chemistry literature, those response terms have simply
been ignored, with numerical consequentes that have never been
investigated.”
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2.3 Computational Datails

The X-Pol method has been implemented ina developmental version
of the Gaussian software package (H35).)"” Although a single
quantum chemical model can be used to represent all fragments,
any of the electrenic structure methods available in Gausslan, such
as HE, DFT, MP2, CCSD, BD, etc, can be mixed to represent different
fragments in a multilevel X-Pol calculation. We have {Hustrated
the multilevel approach in a recent study’? of two hydrogen-
borded complexes, including (a) acetic acid ffragment A) and water
{fragment B}, and {b) Hs07 fon {fragment A) and four surrounding
water molecules (fragments B, five fragments [n total}l. In that
work, the geometries of the complexss and Isolated monomers were
optimized using the M06 exchange-correlation functionall® and the
MG35'1° basis set, which was followed by single-point, multilevel X-
Po! calculations using the 6-31G{d)*? basis set.

For condensed-phase and macromolecular simulations, we have
written an X-Pol software package using the C+4 language, which
has heen incorporated into NAMD!?! and CHARMM.?? The X-Pol
program can be used with the popalar NDDO-hased semiempirical
Hamiltonians as well as the recently developed polarized molecular
orbital {PMO) model.}**** Molecular dynamics simulations of
liquid water have been carried out using the NAMD/X-Pol interface.
In addition, we have used an earlier version of the X-Pol model in
Monte Carlo simulations of liquid water,

Statistical mechanical Monte Carle simulations were perfarmed
on a system consisting of 267 water molecules in a cubic box, em-
ploying the XP3P water model, built upon the PMOw Hamiltontan 124
and the DPPC charge model.'*¢ Perlodic boundary conditions were
used along with the tsothermal-sobaric ensemble (NPT} at 1
atm and for a temperature ranging from --40 to 100 C. Spherical
cutoffs with a switching function between 8.5 & and 9.0 A based
on oxygen-oxygen separations were employed, and a long-range
correction to the Lennard-Jones potential was Included. 'n Monte
Carlo simulations, new configurations were generated by randomiy
translating and rotating a randomly selected water maolecule within
ranges of & 0.13 A and £ 13 . In addition, the volume of the

Mustrotive Bamptes

system was changed randomly within the limit of £ 150 A% on every
550th attempted move, and the coordinates of oxygen atoms were
scaled accordingly. At least 5 x 10° configurations were discarded for
equilibratiun, followed by an additional 107 te 108 configurations for
averaging. About 6 10° configurations can be executed per day on
a six-core Intel Xeon X7542 Westmere 2.66 GHz processor.

The XP3P model was further employed in malecular dynamics
simulations for 500 ps in the NVT ensembie using the Lowe-
Andersen thermostat.’*>*?% The volume was fixed at the average
value from the Monte Carle simulation. The monomer geometries
were enforced by the SHAKE/RATTLE procedure.’*” The velocity
Verlet integration algorithm was used with a 1fs time step. The
Muonte Carlo simulations were performed using the MCSOL program
for ¥-Pol simulations,**® while molecular dynamics simulations
were carried out using a newly developed ¥-Pol program'2? written
in £++ which has bsen interfaced both with CHARMM® and
NAMD,1#

2.4 lllustrative Examples

2.4.3 Multilevel X-Pol as o Quantum Chemicol Model for
Macromolecules

The X-Pol theory can be used with a combination of different
electronic structure methods for different fragments. This provides
a general, multi-leve] QM/QM-type of treatment of a large system,
where the region of interest couid be modeled by a high-level
theory, embedded in an environment modeled by a lower level
representation. Some arbitrary combinations of different electronic
models are Hustrated by caleylations®? of the interaction energy
between acetic acid and water at the minimum-energy configuration
optimized with M06/MG3S {Fig. 2.2). To represent the electrostatic
potential in Eq. 2.9, we used two charge models, Mulltken population
analysis (MPA) and ESP charge-fitting with the Merz-Kollman
scheme (MK}, to construct the charge-embedding Fock matrix (Eq.
2.14), whereas only the MPA charges were used in variational X-Pol
{Eg. 2.11).

45
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Fligure 2.2 Schematic Hlustration of the optimized configuration of acatic
acid and water using M06/MG3S,

The binding energy for a bimolecular complex is defined by
DEy = Epp~ Ef — E§ {2.18)

{We have not applied any correction for the basis set superpaosition
error since the main purpose here {5 to iliustrate the passthility of
mixing different levels of theory in multi-tevel X-Pal calculations.)
in X-Pol, the binding energy is written as the sum of electrostatic
{A Eelec) and exchanpe-charge transfer-dispersion {A Excp) terms,

Dm&.ﬂ Dm.n_nnx_;b..m.xng _“N.H®w

where the electrostatic interaction energy in X-Pol is glven by
1
ABuec =, [EF"(B) + EF*(A) + (4 - ER) + (Eq — E), (220)

where E{'{Y) represents the interaction of "OM” fragment X
palarized by the electrostatic potential from fragment ¥, and {§y —

4} is the energy difference between fragment X in the complex
and in isolation. Table 2,1 summarizes the results from these
calculations.

The AEyep term can be determined by VMB expansion. For the
himolecular camplex in Fig. 2.2, the rwo-body correction energy
is exact. For condensed-phase and macromolecular systems, it is
convenient to simply approximate A Excp by an empirical potentlal
such as the Lennard-Jones potential or the Buckingham potential.

The total binding energy betwsen acetic acid and water were
estimated to be —6.9 and ~6.6 keal/mol from MO&/MG3S and
CCSD{7T) /M35, respectively. Therefore, Table 2.1 shows that the
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Table 2,1 Computed electrostatic Interactions ener-
ples AFay {heal/mol) between acetic acid {A) and
water (B) using multitevel X-Pol with the charge-em-
bedding and variational interaction Hamlltonlans

A B Charge-embedding Vatiattonal  Full QM7
MH-ESP  MFA MPA
MO6  MD6 70 S 1) 6.9
MO0 BIYF 54 73 -@82 -~ B3
Hos  HF T2 79 94 %]
MP2 HF 71 -7 -84 - 68
€osn Mo 72 74 8o 65
Noter The 6-31G(d} basis set was used {n !t clculatlions with the
MOE/MGIS optimized and dimer g ies,
sComputed for the complex using the method Hsted under A with the
MG3S basis set

“Determinad using CCSD{T)

approximate electrostatic components computed by the X-Pol
method pverestimate binding interactions for all eombinations of
methods examined except the combination of M06& for acetic acid
and B3LYP for water, Within the charge-embedding scheme, the use
of ESP-fitted charges resulted In somewhat weaker binding inter-
actions than those from Mulliken population anatysls. However, the
variational approach yielded binging energies about 1-2 keal/mol
greater than the corresponding embedding model: at the M06/6-
316G{d) level, the binding energy difference between the variational
X-Pol result and reference value is about 2 keal/mol. An empirical
correction based on the Buckingham potential, dominated by the
first term that represent exchange repulsion, gives a correction of
2.1 keal/emo}, and if this is added to the electrostatic terms. the rotal
X-Pol results obtained using the variational approach become more
censistent with the values from fully delocalized calculations.

Table 2.2 shows the computed electrostatle interaction energies
and the empirical AFEyep correction term for a protonated water
cluster using the multilevel X-Pal scheme, The protonated water
cluster is 2 Zundel ion :mom‘ with four water molecules; the
optimized structure of the complex obtained by the M06/MG3S
method is illustrated in Fig. 2.3. Next we analyze the individual
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Table 2.2 Computed electrostatic interactions energies
AEqe (keal/mol) between Hs0 [A) and [H;0)s {B}
using multilevet X-Pol with the charge-embedding and
variational interaction Hamiltonizns ’

A i Charge-embedding Yarkaicnal

MH-ESP MPA MPA AEyea &6
M6 Mos ~B%.1 -B75 ~810 182 ~TZ8
Moe BILYP 877 ~8532 281 182 —-5%9
Mo& HF -920 -7 945 18,2 =763
Mp2 HF 429 927 344 1B2 -76.2
CLSp  Woa -H9.5 -88.0 -B3g 182 687

Mote: The 6-31G{d) basis set was used In all cateulntions with MOE/MGIS
opilmized monomer and dimer geometries.

Flgure 2.3 Fragment partition of the H;07 (H,0), cluster optimized usin
M06/MG3S5. : P s

contributions from exchange-repulsion, dispersion and tharge
transfer interactions.

As explained elsewhere,”® exchange repuision can be obtained
as the difference between the energy from the antisymmetrized
%-Pol wave function for the two fragments, A{W,¥ ), and the X-
Pol electrostatic interaction energy A 5. obtained at the SCF level.
Using MB6/6-31G{d), the charge-embedding scheme vizided an
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exchange repuision energy of 30.0 keal/mol with the MK charge
model and 28.5 keal /mol with the MPA charge scheme. This may be
compared with a vatue of 35.8 kcal /mol from variational X-Pol using
MPA. The difference between the non-varfational charge-smbedding
scheme and the variational X-Pol result shows that there is charge
penetration between the two monomer fragments, but the use of
unscreened point-charge interactlons does not account for this,13°
Note that the exchange energy described above was estimated using
the X-Pol electrostatic energy, which is an approximation to the
two-electron repuision integrals between the two fragments, as
explained in Section 2.2.2.

The exchange repulsion energy can be abtained more rigorously
by block localized energy decompesition analysts,'#3%* and we
have carried out this analysis for the complex at the HE/aug-cc-
pVDZ level. The computed exchange-repulsion and charge transfer
energies are 388 keal/mol and —13.3 keal/mol, with a net
contribution of 25,5 kcal/mol from the two energy terms.

The dispersion-correlation energy can be defined as the differ-
ence between the interaction energy computed using an accurate
posi-Hartree~-Fock method and that at the Hartree~-Fock level, both
corrected by basis set superpositlon errors, Here, we have not
Included the BSSE correction contributions, which will affect the
guangitative results. Based on the binding energies calculated by
CLSB(TY/MG3S {—69.7 keal/mol} and by HFfaug-ce-pVDZ {—62.4
keal/moi), we estimate a dispersion-correlation epergy of —7.3
kcal/mot, The sum of these terms, that is, 25.5 minus 7.3 kecal/ma),
which includes exchange repulsion, charge transfer, and dispersion-
correlation, gives an estimate of the AEycy term, which Is 18.2
kecal/meol for the interactions between the Zundel ion and four water
melecules. Including the AEycp energy, we find that the total X-
Pal binding energies from various multilevel calculation range fram
-65 to -76 kcal/mol, which may be compared with the binding
energy computed using CCSD{T]/MG3S {—69.7 kcal/mal} for the
ful! system, The discrepancy between the X-Pal results and ful! QM
results has several contributing factors, chief of which include fixed
geometry at a different level of theory and basis set, and the use of
a rather small basis set in the X-Pol calculations, Without including
A Eyen, the hinding energies for different X-Pol calculations range
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from - 83 and - 92 keal/mol, all significantly greater than the full
QM value.

2.4.2 The XP3P Model for Water as a Quantum
Mechanical Force Fieid

Although ab initle molscular orbital theory and density Functional
theory can be used to systematically improve the accuracy of X-Pol
results for large systems, it is still impractical to use these methods
to perform melecular dynamics simulations for an extended period
of time. With increased computing power, this will become feasible
in the future; however, at present, it is desirable to use semlempirical
molecuiar orbital models such as the popular approaches based
on neglect of diatomic differential overtap (NDDO}Y'Y or the more
recent self-consistent-charge tight-binding density functional [SCC-
DFTB)1*: 135 method ko model condensed-phase and biomacremole-
cules.

Most semiempirical molecular orbital methods are known to be
inadequate to describe intermolecular interactions, espacially on
hydrogen bonding Interactions because molecular polarizabilities
are systematitally underestimated in comparison with experiments,
Recently, we introduced a polarized molecular orbital {PMO)
method!?2~ 12 which is based on the MNDOY6 138 fyrmalism with
the addition of a set of p-orbitals on each hydrogen atom.!3? k
was found that the computed molecular polarizabllities for a range
of compounds containing hydrogen, carbon and oxygen are very
significantly improved,'?2 %3 n addition to the enhancement in
computed molecular polarizability, 8 damped dispersion function
ts included as a post-5CF correction to the electronic energy. In
principle, the Lehnard-Jones terms originally adopted in the X-
Pol method could be used5® Here, we added damped dispersion
by following the work of, among others, Tang and Toennies
in wave function theory*® and Grimme in density functional
theory'* 12 and we used the parameters proposed by Hillier
and co-workers In the PM3-D method.'¥ 5 The inclusion of
the damped dispersion terms further improves the deseription of
intermolecular interactions and the performance of PMO on smail
molecular clusters.
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We note ohe previous model similar in spirit {0 PMQ, namely
the semiempirical self-consistent polarization neglect of diatomic
differential overlap (SCP-NDDD) method, parametrized to repro-
duce properties of water clusters by Chang et al.'*® They obtained a
good polarizability of water without using p functions on hydrogen
{i.e, they used the minimal basis set employed in most NDDO
calculations), but their model is parametrized only for water. Since
a rinimal basis set does not have the flexibility to yield an accurate
polarizability in ab initlo calculations,'3® it is not clear if the SCP-
NDDO-type parametrization could be extended to a broader range
of molecules.

The construction of 3 QMFF based on the X-Pol formalism
has two components. First, a computationally efficient quantum
chemical mode! is needed to describe the electronic structure of
individual molecular fragments. For liquid water, we adopted the
PMOw Hamiltonian, 124 which has been specifically parameterized
for compounds contatning oxygen and hydrogen atems. Second,
a practical and parametrizable procedure is desired to model
tnterfragment electrostatlc and exchange-dispersion interactions.
Here, for the electrostatic corponent, we used the dipele preserving
and polarization consistent (DPPC) charges to approximate the
electrostatic potential of individual fragments. In this approach,
the partial atomic charges are derived to exactly reproduce the
Instantaneous molecular dipole moment from the polarized electron
density of each fragment. Since the DPPC charges are optimized
by the Langrangian muitiptier technique, there are no adjustable
parameters. For the A Exgp term, we used pairwise Lennard-jones
potentias, which are based two parameters for each atomic number
fwith pairwlise poetentials obtalned by combining rules. Empioying
this strategy, we have developed an X-Pol quantum chemical model
for water, called the XP3P model, to be used in fluid simulations.

The computed and experimental thermodynamic and dynamic
properties of liquid water at 25 C and 1 atm are listed in Table 2.3,
along with the results from an MMFF, namely TIP3Pf and from two
PMMFFs, namely AMOEBA® and SWM4-NDE* The standard errors
(£ 1¢) were obtained from fluctuations of separate averages over
blocks of 2-4 x105 configurations. The average density of XP3P is
0.996 % 0.001 g/cm? which is within 1% of tire expertmental value
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Table2.3 Computed liquid properties of the XP3P modet for water
aleng with those fram experiments, and the TIPSE AMOEBA, and

SWM4-NDP modsls

xP3pP TIP3F  AMOEBA  SWM4-NDP  Expt.
Ay, Real/mol 10422000 1041 1048 1051 10.51
Denslty, gfem? 03960081 1002 1000 1002 6.997
Cucalmat 'K 21810 WwWe 209 1.0
108, atm ¢ Bk £0 6
105, | ! 37£3 75 6
g D 188 23 177 188 185
g, O 25240002 231 278 233 2326
10° 5, cm? s 27 51 202 13 3
£ 9748 92 a2 79£3 78

*adl,, heat of vaporizailon; ¢, heat capacity; «, isothermal compressibiity; o,
cusfiiclent of thermal expansion, #, dipole momeat: 0, diffusion constnt and &
dizlectric constant. . .

and Is similar to results obtained with other polarizable and non-
polarizable force fields {see Table 2.3). The heat of vaporizatioh was
computed using AH, = —£({1} + AT, where &{i} is the average
interaction energy per monomer fram the Monte Carlo stmulation,
and Rand T are the gas constant and tetniperature. The XP3P modal
for water ylelded an average AH, of 10.42 + 0.01 keal/mol using
the non-variational {charge-embedding) approximation, whereas
the value is increased to 10.58 kcal/mal using the variational Fock
operater in molecular dynamics. The variational X-Pol approach
lowers the interaction energy in the liquld by about 1.5% as
cempared to the direct charge-embedding approach. Considering
the difficulty to achieve converged results on quantities invelving
fluctuations, including isothermal compressibility, coefficlent of
thermal expansion and dieleciric constant, overall, the agreemeftt
with experiment is good, and the performance of the XP3P model is
as goad as any other empirical force fields in dynamics simulations.
The average molecutar dipole moment of melecules in a
condensed phase is nat well defined, hut it ts very comimen far it te
be calculated from partial atomic charges or other analysis methods,
We calculated the average dipole moment of water in the Hguid
< pyig > to be 2.524 L 0,002 D, which represents an increase of
35% relative to the gasphase equilibrium-geometry value (1.88 b
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from the PMOw Hamiltonian}. We found that water malecules in
the liquid experlence a-wide spectrum of instantaneous electrostatic
fields from the rest of the system, reflected in the distribution of
the instantaneous molecular dipole moments that range from 2.1
to 2.9 D. in MMFF models, the dipole moment is fixed and thus has
no fluctuation at all, Of the two PMMEFs in the table, the AMOEBA
mode} produced & much larger dipole moment {2.78 D) than PMOw
in the Hiquid, but the SWM4-NDP modetl ylelded a somewhat small
value of 2.46 D. The PMMFF model of Dang and Chang™ increases
the dipole moment from an equilibriom valee of 1.51 D in the gas
to an average vaiue of 2,75 D in the liquid, and a survey of eight
PMMFFs by Chen et al3® found average dipole momenis in the
liquid ranging from Z.31 to 2.83 D. Examining two other PMMFEPs,
Habershon et ak}*? found average dipole moments of 2.35 and 2.46
D. Stern and Berne,"? based on a fluctuating charge model type
of PMMEFF, calculated an equilibrium gas-phase dipole moment of
1.86 B, an average gas-phase dipole moment of 1.92 D (3.6% larger
than experiment), and a liquid-phase average dipole moment of
3.01 D. With arother PMMFF, Yu and van Gunsteren®? calculated an
ecuillbrium gas-phase dipole moment of 1.86 D and a liquid-phase
average dipole moment of 257 D

Murdachaew et al.'"® used the SCP-NDDO semtempirical mole-
eular orbital model to calculate an increase in the dipele moment
from the equilibrium gas-phase value to the liquid-phase value from
2.16 D to 2.8 D, an increase of 30%, whereas with the older PM3*5t
and PM&'S! NDDO-type method, which significantly underestimate
the polarizability of water, they found that the increase was anly 9%
and 13%, respectively.

Direct dynamics calculations'¥ with the BLYP exchange-
correlation functional and electric properties computed from
localized Wannier functions predicted an increase of the dipole
moment from an equilibrium value of 1.87 D in the gas to an average
value of 2.95 D in the liquid.

There is no experimental data for direct comparison, but values
ranging from 2.3 to 3.0 [ have been advocated, based in part on-an
estimate for ice th.19315% The point of these various comparisons
of the calculated dipole moment of water in the bulk is not
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to claim that the X-Pol value s more accurate than the others,
put rather to show that i is consistent with the range of
previous estimates. Nevertheless, based on analysis of dielectric
screening effects of water, Sprik pointed out that an average dipole
moment of 2.5-2,6 D in liquid water would most likely yield the
correct dlelectric constant,’5® and a similar approach was used by
Lamoureus et al, 1%

All other thermodynamic and dynamic properties determined
using the XP3P mode! in Table 2.3 are in reasonable accord with
experiments and are of similar accuracy in comparison with other
empirical models. We note that in contrast to the large number of
PMMFFs in the literature that are based on parameterization using
different physical approximations, the electronic polarization from
the present XP3P model is explicitly described based on a guantum
chemical formalism,

Figure 2.4 shows the structure of liquid water characterized by
radial distribution functions (RDFs); g.,(r) gives the probability of
finding an atom of type y at a distance r from an atom of type
x relative to the bulk distribution, where the type is determined
by the atomic number In comparison with the neutron scattering
data, the computational results are in excellent agreement with
experlments. In particular, a well-resolved minimurt following the
first peak in the 0-0 distribution was obtained, whereas the widely
used TIP3P and SPC models do not show this feature.? For the XP3P
potential, the location of the maximum of the first peak of the O-0
RDF is 2.78 = 0.05 A with a peak height of 3.0. For comparison, the
corresponding experimental values are 2.73 A and 2.8 from neutron
diffraction, 157758 The coordination number of a water molecute in
the first solvation layer was estimated to be 4.5, in agreement with
the neutron diffraction result of 451,757 1% The oxygen-hydrogen
and hydrogen-hydrogen radial distribution functions also agree well
with experiments.

1.6 {b)
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Flgera2.4 Computed (solid) and experimental {dashed} radial distribution
functons for O-0, 0-H, and H-H pairs in liguid water at 25 C.
2.5 Conclusions

Moleeutar mechanical force fields (MMFFs) have been successfully
used to model candensed-phase and biological systems for a
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half century, and mere recently polarized molecular mechanics
force fields (PMMFFs) have been developed. Thanks to careful
parametrizatian, such classical force fields can be used ta provide
useful interpretation of axperimental findings. In this chaptes,
we presented a new strategy to construet the patential energy
surface for macromolecular systems on the basis of quantum
mechanical formalisms. Rather than using quantum chemical results
as the target for fitting empirical parameters in the force field, we
empioy electronic structure theory directly to mode! intermolecular
interactions. As a resuit, we call this approach a quantum mechanical
force field (QMER),

Our strategy is based on partition of condensed-phase and
macromolecular systems inte fragments, each of which Is explicitly
represented by an electranmic structuve theory with an antisym-
metrized wave function. To achieve efficient scaling in the computa-
tional cost, the overall molecular wave function of the entire system
is approximated by a Hartree product of the individual fragment
wave functions. Consequently, the self-consistent field optimization
of each molecular wave function can be carried out separately
under the influence of the self-consistent polarization by the electric
field of the rest of the system. Since the electronie polarization
due to interfragment interactions is treated explicitly by electronic
structural theory, we call this method the explicit puolarization
{X-Pol} theory. In this chapter we summarized the theoretlcal
background of X-Pel and tilustrated its application as a versatile
electronic structure method to treat Intermolecular interactions
that can be extended to larze molecular and biomolecular systems,
inciuding condensed-phase systems. 4 key application s that we
presented an optimized model for statistical mechanical Monte
Carlo and molecular dynamics simulations of liguid water by using
X-Pol as a QMFF. These illustrative examples in this chapter show
that the X-Pol method can be used as a next-generation force field
to accurately mode] molecular complexes and condensed-phase
systems and in other work we have also illustrated the method for
biomolecular systems,102
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