Efficient global representations of potential energy functions: Trajectory calculations of bimolecular gas-phase reactions by multiconfiguration molecular mechanics
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Multiconfiguration molecular mechanics (MCMM) was previously applied to calculate potential energies, gradients, and Hessians along a reaction path and in the large-curvature tunneling swath, and it was shown that one could calculate variational transition state theory rate constants with optimized multidimensional tunneling without requiring more than a few electronic structure Hessians. It was also used for molecular dynamics simulations of liquid-phase potentials of mean force as functions of a reaction coordinate. In the present article we present some improvements to the formalism and also show that with these improvements we can use the method for the harder problem of trajectory calculations on gas-phase bimolecular reactive collisions. In particular, we apply the MCMM algorithm to the model reaction \( \text{OH} + \text{H}_2 \rightarrow \text{H}_2\text{O} + \text{H} \), for which we construct the global full-dimensional interpolated potential energy surfaces with various numbers of electronic structure Hessians and various molecular mechanics force fields, and we assess the quality of these fits by quasiclassical trajectory calculations. We demonstrate that chemical accuracy (1–2 kcal/mol) can be reached for a MCMM potential in dynamically important regions with a fairly small number of electronic structure Hessians. We also discuss the origins of the errors in the interpolated energies and a possible way to improve the accuracy. © 2009 American Institute of Physics. [DOI: 10.1063/1.3042145]

I. INTRODUCTION

Computational chemical reaction dynamics usually involves two steps: (i) calculating the potential energy function \(^1\) (PEF) or its gradient field (which is minus the force field) and (ii) calculating the dynamics per se. Step (i) may be accomplished in advance by developing an analytic representation of the PEF for a given reaction or, in principle, by choosing a general set of molecular mechanics parameters. Unfortunately, with a few exceptions, \(^2\) molecular mechanics with general parameters is restricted to nonreactive systems. Furthermore the analytic representation of PEFs for specific reactions requires a certain artfulness and a considerable amount of human time and ingenuity. For these reasons the modern approach is to use direct dynamics calculations, \(^3\) which have been defined \(^4\) as calculations in which “instead of using a predefined PEF, all required energies and forces for each geometry that is important for evaluating dynamical properties are obtained directly from electronic structure calculations.” Considerable attention has been paid to developing efficient algorithms for direct dynamics calculations. \(^5\) An ultimate goal would be to make the algorithm so efficient that the electronic structure calculations no longer dominate the cost or at least are quite affordable.

Some approaches are intermediate between fitting surfaces and direct dynamics. For example, a robust, systematically improvable, semiautomatic fitting scheme would eliminate the need for time-consuming human trial and error and artfulness, but since dynamics calculations would eventually be carried out by using the fit, it would become possible to carry out extensive dynamical explorations quite efficiently and affordably. The first available algorithm to come close to this ideal was the “Grow” algorithm of Collins and co-workers. \(^6\) Using this algorithm, they were able to generate global potential energy surfaces for quasiclassical trajectory calculations on the reactions \( \text{OH} + \text{H}_2 \rightarrow \text{H}_2\text{O} + \text{H} \), \(^6(a)\) \( \text{H} + \text{CH}_4 \rightarrow \text{H}_2 + \text{CH}_3 \), \(^6(b)\) and \( \text{H} + \text{N}_2\text{O} \rightarrow \text{OH} + \text{N}_2 \), \(^6(g)\) with 200–400, 1100–1300, and 1400 Hessians, respectively. Later \(^6(e)\) they refined the \( \text{OH} + \text{H}_2 \) surface using over 1600 Hessians, and a version based on 1000 Hessians was used for quantum scattering calculations. \(^6(d)\) This method is based on using a modified Shepard interpolation to interpolate between the second-order Taylor expansions defined by the Hessians of the PEF at a set of geometries called Shepard points. A succinct summary with references to related work is provided in the introduction of Ref. \(^6(a)\). A more recent method, closely related to the method of Collins and co-workers, \(^6\) is multiconfiguration molecular mechanics (MCMC). MCMC is also based on a modified version of Shepard interpolation, but the quantity interpolated is the off-diagonal element of a \( 2 \times 2 \) matrix corresponding to a valence bond treatment of two molecular mechanics configurations, one for products and one for reactants. In this respect, the MCMC method is reminiscent of the original \( 2 \times 2 \) valence-bond type treatment by London, \(^7\) and is similar to the empirical valence bond
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approach by Warshel and co-workers except for the choice of $V_{12}$ (which is crucial for realistic representation of a potential energy surface). The present implementation of the MCMM method allows one to treat multiple reactive intermediates, and a $2 \times 2$ electronic diabatic Hamiltonian matrix allows one to treat reactions with a single bimolecular reaction channel (single reactant asymptote and single product asymptote, plus any additional asymptotes that are equivalent by symmetry). Extensions of the present model to a $3 \times 3$ Hamiltonian are conceivable and can be implemented in the future.

The MCMM equations were originally presented without enforcing identical particle symmetry. This is quite reasonable for methods such as variational transition state theory (VTST) where one only needs to represent a potential energy surface in the vicinity of a single reaction path and the large-curvature tunneling swath. The effect of identical particle symmetry can then be included by symmetry factors. The original formalism has been employed in subsequent work and along the way we have corrected some errors in the original equations. For completeness, the Appendix presents, for the first time, a corrected set of equations for the unsymmetrized case. The Appendix also includes refinements that are expected to lead to stable results in full dynamics calculations, where the refinement is required because general dynamics calculations depend on the potential energy surface more globally.

As an example of the need to consider more than just a single reaction path, consider a trajectory calculation on collisions of $H_2H_2$ with $OH$: such a trajectory will likely visit not only geometries along the reaction paths leading to $H_2H_2OH$ and $H_2+H_2OH$, but also intermediate geometries and perhaps even hydronium radical geometries. To treat such collisions realistically, we should use a potential energy surface with the correct permutational symmetry. Permutational symmetry of a potential energy surface has been enforced in various ways and emphasized by several groups. A formalism for enforcing identical particle symmetry in the MCMM algorithm was presented in Ref. The procedure with further refinements is presented in Sec. II in a notation consistent with the Appendix.

Section III presents details of the present applications of MCMM to construct potential energy surfaces for the example reaction $OH+H_2 \rightarrow H_2O+H$. Section IV discusses trajectory calculations for this reaction. The goal of these calculations is to demonstrate the usefulness of MCMM for full molecular dynamics simulations. Section V presents concluding remarks.

II. MCMM ALGORITHM (SYMMETRIZED CASE)

The procedure for constructing a potential energy surface that is invariant with respect to the exchange of identical nuclei using MCMM is described in Ref. 19. The algorithm, with further refinements introduced here, is as follows.

(i) Select $k=1,2,\ldots,N$ molecular geometries $x^{(k)}$ to be used as electronic structure Shepard points, and calculate the energies $V^{(k)}$, gradients $G^{(k)}$, and Hessians $F^{(k)}$ at these geometries.

(ii) For each of these data points $x^{(k)}$ generate $m!$ symmetrically equivalent data sets $\{x^{(k,i)}, G^{(k,i)}, F^{(k,i)}\}_{i}$, where

$$x^{(k,i)} = P^{(i)}x^{(k)},$$

$$G^{(k,i)} = \frac{\partial}{\partial x} V = P^{(i)}G^{(k)},$$

$$F^{(k,i)} = \frac{\partial^2}{\partial x^2} V = P^{(i)}F^{(k)}P^{(i)},$$

where $P$ is the nuclear permutation operator that interchanges Cartesian coordinates of $m$ identical nuclei. We note that the strategy for enforcing symmetry by replicating electronic structure data was also employed by Collins and co-workers.

(iii) Define a set of $m!$ MM energies, gradients, and Hessians at point $(k,i)$ by

$$V^{(k,i)}_{MM,n} = V_{nn}(x^{(k,i)}),$$

$$G^{(k,i)}_{MM,n} = \left. \frac{\partial V_{nn}}{\partial x} \right|_{x=x^{(k,i)}},$$

and

$$F^{(k,i)}_{MM,n} = \left. \frac{\partial^2 V_{nn}}{\partial x^2} \right|_{x=x^{(k,i)}},$$

for $n=1,2; k=1,2,\ldots,N$; and $i=1,2,\ldots,m!$.

(iv) Define a symmetrized MM potential and its gradient and Hessian at point $(k)$ (where a tilde denotes a symmetrization) by

$$\tilde{V}^{(k)}_n = -\frac{1}{\alpha} \ln \left( \frac{1}{\sigma_{MM}} \sum_i m! e^{-\alpha V^{(k,i)}_{MM,n}} \right),$$

where $\alpha$ is a parameter, and $\sigma_{MM}$, which is called the symmetry factor, is the number of times the lowest-energy MM configuration occurs among the $m!$ symmetrically equivalent MM configurations at a general geometry,

$$\tilde{G}^{(k)}_n = \frac{\partial}{\partial x} \tilde{V}^{(k)}_n = \frac{\sum_i m! G^{(k,i)}_{MM,n} e^{-\alpha V^{(k,i)}_{MM,n}}}{\sum_i m! e^{-\alpha V^{(k,i)}_{MM,n}}},$$

and

$$\tilde{F}^{(k)}_n = \frac{\partial^2}{\partial x^2} \tilde{V}^{(k)}_n = \frac{\sum_i m! F^{(k,i)}_{MM,n} e^{-\alpha V^{(k,i)}_{MM,n}}}{\sum_i m! e^{-\alpha V^{(k,i)}_{MM,n}}} + \alpha \tilde{G}^{(k)}_n \tilde{G}^{(k)}_n^T.$$

Notice that the symmetrized MM potential is dominated by the $\sigma_{MM}$ lowest-energy MM configurations among the $m!$ permutations of the Cartesian coordinates.

(v) Generate $m!$ values of $\tilde{G}^{(k)}_n$ and $\tilde{F}^{(k)}_n$ from each $\tilde{G}^{(k)}$, and $\tilde{F}^{(k)}$ by applying $P^{(i)}$, as in step (ii).

(vi) Transform $G^{(k,i)}$, $F^{(k,i)}$, $\tilde{G}^{(k,i)}$, and $\tilde{F}^{(k,i)}$ to the set of internal coordinates $r$ by the Wilson $B$ matrix and $C$ tensor. This yields
Notice that and construct Taylor series expansions of the same way as in Eq. (A6) for nonsymmetrized calculations, with the only difference being that \((k)\) is replaced with \((k,i)\). Notice that \(V_n\) is a symmetrized molecular mechanics potential, and it does not depend on \(i\).

(iii) Calculate the Taylor series coefficients \(D, b,\) and \(C\) [as in Eqs. (A8)–(A10)] for each symmetrically equivalent data point \((k,i)\),

\[
D^{(k)} = (V_1^{(k)} - V^{(k)})(V_2^{(k)} - V^{(k)}),
\]

\[
b^{(k,i)} = \frac{\bar{g}_1^{(k)} - g^{(k)}}{V_1^{(k)} - V^{(k)}} + \frac{\bar{g}_2^{(k)} - g^{(k)}}{V_2^{(k)} - V^{(k)}},
\]

\[
C^{(k,i)} = (1/D^{(k,i)})(\bar{g}_1^{(k)} - g^{(k)})(\bar{g}_2^{(k)} - g^{(k)})^T + (\bar{g}_1^{(k)} - g^{(k)})(\bar{g}_1^{(k)} - g^{(k)})^T + (\bar{g}_2^{(k)} - g^{(k)})(\bar{g}_2^{(k)} - g^{(k)})^T + \frac{\bar{f}_1^{(k)} - f^{(k)}}{V_1^{(k)} - V^{(k)}} + \frac{\bar{f}_2^{(k)} - f^{(k)}}{V_2^{(k)} - V^{(k)}}.
\]

Notice that \(D\) and \(V\) do not depend on \(i\). The Taylor series of \(V_{12}^2\) for each \((k,i)\) at an arbitrary geometry \(\mathbf{r} = \mathbf{r}(x)\) can now be written as

\[
[V_{12}(\mathbf{r},k,i)]^2 = D^{(k)}(1 + b^{(k,i)} \mathbf{r}) C^{(k,i)}(1 + b^{(k,i)} \mathbf{r}),
\]

(ix) Define the matrix \(V\) at the input geometry \(x\) by

\[
V(x) = \begin{pmatrix}
\bar{V}_n(x) & V_{12}^S(x) \\
V_{12}^T(x) & \bar{V}_n(x)
\end{pmatrix}.
\]

The lowest-energy eigenvalue of this matrix is the MCMM PEF. The diagonal matrix elements \(\bar{V}_n(x)\) and their derivatives, \(\bar{G}_n(x)\) and \(\bar{F}_n(x)\), are obtained as follows: First we define

\[
V_{\text{MM},n}^{(j)} = V_{\text{MM},n}^{(j)}(x), \quad j = 1, \ldots, m!,
\]

and

\[
F_{\text{MM},n}^{(j)} = \frac{\partial^2}{\partial \mathbf{x}^2} V_{\text{MM},n}^{(j)}(x), \quad j = 1, \ldots, m!,
\]

where each value of \(j\) corresponds to one of the \(m!\) connectivity patterns. Then, \(V_n(x), \bar{G}_n(x),\) and \(\bar{F}_n(x)\) are calculated as

\[
\bar{V}_n(x) = -\frac{1}{\alpha} \ln \left( \frac{1}{\sigma_{mm}} \sum_j e^{-\alpha V_{\text{MM},n}^{(j)}(x)} \right),
\]

\[
\bar{G}_n(x) = \frac{\sum_j G_{\text{MM},n}^{(j)}(x) e^{-\alpha V_{\text{MM},n}^{(j)}(x)}}{\sum_j e^{-\alpha V_{\text{MM},n}^{(j)}(x)}},
\]

and

\[
\bar{F}_n(x) = \frac{\sum_j F_{\text{MM},n}^{(j)}(x) e^{-\alpha V_{\text{MM},n}^{(j)}(x)}}{\sum_j e^{-\alpha V_{\text{MM},n}^{(j)}(x)}} + \alpha \bar{G}_n(x) \bar{G}_n^T,
\]

where \(V_{\text{MM},n}^{(j)}(x), G_{\text{MM},n}^{(j)}(x),\) and \(F_{\text{MM},n}^{(j)}(x)\) are sets of \(m!\) MM energies, gradients, and Hessians at the geometry \(x\).

The off-diagonal elements are obtained via Shepard interpolation for \(V_{12}\) as in Eq. (A13) but with \(m!N\) terms in the sum

\[
V_{12}^{T}(\mathbf{r}) = \sum_{k=1}^{N} \sum_{i=1}^{m!} w_{ki}(\mathbf{r}) V_{12}(\mathbf{r},k,i),
\]

where \(w_{ki}\) are normalized weights, and \(V_{12}^T\) is defined by

\[
V_{12}(\mathbf{r},k,i) = \sqrt{V_{12}(\mathbf{r},k,i)^2} u(\mathbf{r},k,i),
\]

where \(V_{12}(\mathbf{r},k,i)^2\) is given in Eq. (18), and

\[
u(\mathbf{r},k,i) = \begin{cases} 1 & V_{12}(\mathbf{r},k,i)^2 > 0 \\ 0 & \text{otherwise.} \end{cases}
\]

The normalized weight function is

\[
w_{ki}(\mathbf{s}) = \frac{Y_{ki}(\mathbf{r})}{\left( \frac{(N+1)!}{m!} \right) \sum_{k=1}^{N} \sum_{i=1}^{m!} Y_{ki}(\mathbf{r})},
\]

where \(d_{ki}\) is the generalized distance between \(\mathbf{s}\) and \(s^{(k,i)}\) defined as

\[
d_{ki}(\mathbf{s}) = \sqrt{\sum_{\gamma=1}^{m!} (s_{\gamma} - s^{(k,i)}_{\gamma})^2},
\]

where \(s = \{s_1, s_2, \ldots, s_{\gamma}, \ldots, s_{m!}\}\). The current implementation only supports the following cases: (i) set \(s\) is the same as set \(\mathbf{r}\); and (ii) set \(s\) is a subset of \(\mathbf{r}\). The scaling coefficients \(Y_{ki}(\mathbf{r})\) are chosen such that the reactive system is described
by pure molecular mechanics in the asymptotic regions. In particular, we define $Y_{ki}$ at a geometry $r$ as

$$Y_{ki}(r) = \frac{1}{1 + \left( \frac{V_{12}'(r,k,i)^2 - D(k)}{A^2} \right)^\mu},$$

where $A$ and $\mu$ are parameters.

The gradient and Hessian of Eq. (26) with respect to internal coordinates are given by

$$g^k(r) = \frac{\partial V_{12}'(r,k,i)}{\partial r} = \sum_{k=1}^N \sum_{i=1}^{m_i} \left[ \frac{\partial w_{ki}}{\partial r} V_{12}'(r,k,i) + w_{ki} g_{12}(r,k,i) \right],$$

$$f_{12}(r,k,i) = \frac{\partial^2 V_{12}'(r,k,i)}{\partial r^2} = \frac{1}{V_{12}'(r,k,i)} \left( - g_{12}(r,k,i) g_{12}(r,k,i)^T + \frac{D(k)n^2(b(k,i) + C(k,i) \Delta r(k,i))^2 u(r,k,i)}{(V_{12}'(r,k,i))^2} \right) \times \left( \frac{n u(r,k,i) \left( \frac{\Delta}{(V_{12}'(r,k,i))^2} \right)^n - (n-1)}{n u(r,k,i) \left( \frac{\Delta}{(V_{12}'(r,k,i))^2} \right)^n + 1} \right),$$

where $\Delta$ is given by

$$\Delta = \frac{\partial w_{ki}}{\partial r} V_{12}'(r,k,i)^T + g_{12}(r,k,i) .$$

As in the nonsymmetrized MCMM calculations, the first and second derivatives $\partial w_{ki}/\partial r$ and $\partial^2 w_{ki}/\partial r^2$ in Eqs. (32) and (33) are obtained numerically. Since all operations except for this numerical intermediate step are analytic, the final MCMM derivatives may be called semi-analytical.

These derivatives of $V_{12}'$ are then transformed from the internal coordinates $r$ to Cartesian coordinates by using the transformation matrices saved in an earlier step, in the same fashion as in the formalism for nonsymmetrized potential energy surfaces.

(x) Find the eigenvalue $V$ of Eq. (19) and its derivatives in Cartesian coordinates. The lowest eigenvalue of Eq. (19) is given by

$$V(x) = \frac{1}{2} (\tilde{V}_1(x) + \tilde{V}_2(x)) - [(\tilde{V}_1(x) - \tilde{V}_2(x))^2 + 4(V_{12}''(x))^2]^{1/2},$$

and

$$f^r(r) = \frac{\partial^2 V_{12}'(r,k,i)}{\partial r^2} = \sum_{k=1}^N \sum_{i=1}^{m_i} \left( \frac{\partial w_{ki}}{\partial r} V_{12}'(r,k,i) + \frac{D(k)u(r,k,i)}{(V_{12}'(r,k,i))^2} \right) \times \left( \frac{\partial w_{ki}}{\partial r} \right)^T + w_{ki} f_{12}(r,k,i),$$

where $\tilde{V}_n$ are the symmetrized uninterpolated MM potentials given by Eq. (23), and $V_{12}'$ is the resonance integral obtained via the $m!N$-term Shepard interpolation, Eq. (26). The gradient and Hessian components of $V$ with respect to Cartesian coordinates are then given by

$$G_i = \frac{\partial V}{\partial x_i} = \frac{1}{2} \left( \tilde{G}_{1i} + \tilde{G}_{2i} \right) - \frac{4V_{12}''(x)}{[(\tilde{V}_1 - \tilde{V}_2)^2 + 4(V_{12}''(x))^2]^{1/2}} \left( \tilde{V}_1 - \tilde{V}_2 \right) \left( \tilde{G}_{1i} - \tilde{G}_{2i} \right).$$
III. REPRESENTATION OF GLOBAL SYMMETRIZED POTENTIAL ENERGY SURFACE FOR THE REACTION OH+H2→HOH+H WITH MCMC

The Born–Oppenheimer potential energy at an arbitrary geometry \( \mathbf{x} \) is represented by the lowest eigenvalue of the matrix \( \mathbf{V} \) given in Eq. (19), where \( \mathbf{V}_{ij}(\mathbf{x}) \) and \( \mathbf{V}_{ij}(\mathbf{x}) \) are the symmetrized analytical PEFs that describe molecular mechanics configurations corresponding, respectively, to a reactant and a product \([\text{OH}+\text{H}_2 (n=1)\) and \(\text{H}_2\text{O}+\text{H} (n=2)\)]) in the case of reaction \(\text{OH}+\text{H}_2→\text{H}_2\text{O}+\text{H}\), and \(\mathbf{V}_{ij}(\mathbf{x}) \) is the coupling term obtained via Eq. (26). The set of internal coordinates \( \mathbf{r} \) used in the present work consists of the six intramolecular distances. This set is the same as set \( \mathbf{s} \) used to calculate the generalized distance of Eq. (30): \( \mathbf{s} = \mathbf{r} \equiv \{r_{\text{OH}}, r_{\text{OH}}, r_{\text{OH}}, r_{\text{H}2\text{H}}, r_{\text{H}2\text{H}}, r_{\text{H}2\text{H}}\}. \)

III.A. The target potential energy surface and DFT calculations

We will assess the performance of the MCMC procedure presented above by testing an interpolated energy at dynamically important nuclear configurations against the “accurate” or target potential that MCMC is trying to reproduce. The target results for the present study are obtained using an affordable and efficient density functional, in particular, the MPWB1K18 functional, which is a hybrid metafunctional designed for kinetics. The zero-point-exclusive reaction barrier height and reaction energy of 4.9 and \(-13.6\ kcal/mol, \) respectively, obtained by MPWB1K calculations with the standard 6-31+G\((d,p)\) (Ref. 22) basis set, are in reasonable agreement with the best available estimates23 of 5.7 and \(-16.3\ kcal/mol, \) respectively. The frequencies (3898, 2614, 1070, 634, 589, and 1108\ cm\(^{-1}\)), breaking and forming bond distances (0.82 and 1.32 Å), and bond angle (164°) at the transferring H atom at the saddle point are also in reasonable agreement with best available estimates\(^{26,28}\) (3771, 2622, 1051, 598, 501, 1192, 0.82, 1.36, and 165, respectively). Since our goal here is to test the accuracy of the MCMC interpolation scheme rather than to compare the results derived from the potential energy surface to experimental data, the use of this computational level is adequate for the present purposes. The MPWB1K/6-31+G\((d,p)\) results are simply called the density functional theory (DFT) results in the rest of this article.

III.B. Parameters

MCMC is an interpolation procedure rather than a fitting procedure, but we did introduce five nonlinear parameters \((\alpha, \Delta, n, A, \) and \(\mu)\) as components of the interpolation; these are set to practical working values rather than fully optimized. In particular, for \(\alpha\) of Eq. (7) we used 15.0 kcal/mol, for \(\Delta\) and \(n\) of Eq. (28) we used \(\sqrt{2.56} \times 10^{-8} E_k\) and 2, respectively, and for \(A\) and \(\mu\) parameters of Eq. (31) we used \(\sqrt{6} \times 10^{-4} E_k\) and 4, respectively.

III.C. \(\mathbf{V}_{11}\) and \(\mathbf{V}_{22}\)

As noted above, MCMC takes advantage of pre-existing molecular mechanics potentials to represent the diagonal elements \(\mathbf{V}_{11}\) and \(\mathbf{V}_{22}\) of the Hamiltonian. Due to the availability of such potentials for a wide variety of systems in previously optimized molecular force fields, for example, MM3,\(^{24}\) CHARMM,\(^{25}\) etc., no design of new functional forms or optimization of parameters is required for constructing a potential energy surface with MCMC (although, some refinement may be desirable for the best results\(^{15}\)). Previous work\(^{14,15}\) has demonstrated that the use of the MM3 (Ref. 24) force field leads to satisfactory results for the representation of reactive potential energy surfaces for a diverse set of reactions in the vicinity of the reaction paths. In case of the reaction \(\text{OH}+\text{H}_2, \) however, all necessary molecular mechanics parameters are not available; therefore, we have performed an additional step of obtaining these parameters, in particular, the parameters to describe the van der Waals interaction. The remaining part of this subsection describes the molecular mechanics functions used in the present work.

In the diagonal elements of Eq. (19), bond stretches are represented by Morse potentials, the H–O–H angle bending potential energy is described by a sixth-order polynomial, and the van der Waals interaction energy for each pair of nonbonded, non-geminal atoms is represented by

\[
V_{\text{vdW}}(r) = A' e^{-B' r} + C' r^{-6} + D' r^{-12},
\]

where \(r\) is the distance between the atoms. Note that even though H⋯H and O⋯H interactions are present in both reactants and products, we used different parameters for these two cases.

Two sets of molecular mechanics parameters have been used; these parameters are collected in Tables I and II. In one set (denoted as parameter set 1, abbreviated as p1), all force
Waals parameters in this case larger than the best available estimates of 150 kcal/mol for each bond type. This value is considerably larger than the best available estimates of \( D_v \) in each case in order to make it less likely that negative values of \( V_{12}(r, k_i) \) are obtained. The angle bending energy parameters and the van der Waals parameters (except \( \epsilon \) for atomic H) were taken from the previous work. Following the original notation of the MM3 (Ref. 24) force field, the van der Waals parameters in this case (set p1) are given as individual parameters \( r_m^i \) and \( \epsilon^i \) for each molecular mechanics atom type. Then \( r_m^i \) and \( \epsilon^i \) values for the interaction of an atom type of 1 with an atom of type 2 are obtained from a pair of atomic \( r_m^i \) and \( \epsilon^i \) as the arithmetic mean and the geometric mean, respectively. Equation (39) is written in terms of these parameters as:

\[
V_{vdW}(r) = \epsilon \left[ A e^{-Br_m^i} - C \left( \frac{r_m^i}{r} \right)^6 \right] + DE \left( \frac{r_m^i}{r} \right)^{12},
\]

where

<table>
<thead>
<tr>
<th>( r_m^i ) (Å)</th>
<th>( \epsilon^i ) (kcal/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>atomic H</td>
<td>H in H₂</td>
</tr>
<tr>
<td>1.32</td>
<td>0.016</td>
</tr>
</tbody>
</table>

Note that Eq. (40) is a modified form of the exp-6 potential [Eq. (42)] used in the original MM3 force field.

The second set of parameters (abbreviated p2) uses the \( r_e \) values that correspond to equilibrium bond lengths for reactants and products at the target (i.e., DFT) computational level. The force constants are chosen such that the calculated harmonic vibrational frequencies for reactants and products derived from the interpolated potential energy surface are equal to the harmonic vibrational frequencies obtained by the DFT calculations. The four coefficients of Eq. (39) for each

\[
E = \frac{V_{exp}(r)}{\sum_{i}V_{exp}(r_i)} = \frac{\left( \frac{r_m^i}{r} \right)^{12}}{\sum_{i}\left( \frac{r_m^i}{r} \right)^{12}},
\]

and \( V_{exp}(r) \) is the exp-6 potential in the original MM3 force field:

\[
V_{exp}(r) = \epsilon \left[ A e^{-Br_m^i} - C \left( \frac{r_m^i}{r} \right)^6 \right] + DE \left( \frac{r_m^i}{r} \right)^{12}.
\]
van der Waals interaction \((O \cdots H\text{ and } H\cdots H\text{ in } OH+H_2\text{ and } O\cdots H\text{ and } H\cdots H\text{ in } H_2O+H)\) are obtained by the following procedure: (i) The “van der Waals” interaction energies for reactants and products were calculated at the DFT level for several types of approaches of the reactants and products. These types of geometries (three for reactants and two for products) are shown in the supplementary material.\(^{28}\) (ii) Eight coefficients \([A', B', C',\text{ and } D']\) of Eq. (39) for \(O\cdots H\) and \(H\cdots H\) interactions were obtained for reactants and products by least-squares fits to the calculated energies. More details of the fitting procedure are given in the supplementary material.\(^{28}\)

### III.D. \(V_{12}\) locations of Shepard points, and quasiclassical dynamics calculations

The coupling term \(V^{\varphi}_{12}(r)\) of Eq. (19) is obtained via Shepard interpolation as given in Eq. (26). Quasiclassical trajectories\(^{37}\) were propagated on the interpolated potential energy surfaces that were obtained with various numbers of Shepard points. A Bulirsch–Stoer algorithm\(^{29}\) with an adaptive time step size was used in trajectory calculations. The trajectory initial conditions were calculated on the interpolated and accurate energies in a trial trajectory with the previous value of \(N\). These differences were obtained by monitoring a trajectory by calculating an accurate energy every tenth integration step. A large number of trajectories, about 100–200 per surface, were then run on each interpolated potential energy surface. Statistics regarding conservation of energy and angular momentum were gathered for all trajectories but only the reactive trajectories, which are more relevant, were taken into account to generate statistics for mean unsigned errors (MUEs) in the potential.

### III.E. Properties of the stationary points

Since we placed the electronic structure Hessians at the reaction saddle point and at the two other relevant structures mentioned above at their exact location at the target level, the properties of these structures, such as geometries, energies, and vibrational frequencies, are precisely the same as at the DFT level.

### III.F. Software

MPWB1K/6-31+G(d,p) energies, gradients, and Hessians were obtained with the GAUSSIAN (Ref. 30) code, and all MM calculations were performed with the modified TINKER (Ref. 31) code, which is part of the MC-TINKER-2008–2009 distribution.
 exponential large internuclear separation between the fragments, ensures the correct behavior of the interpolated surface at a Shepard point. The scaling was necessary to avoid the large values of the coupling term at geometries far from the interaction region where $V_{12}$ is supposed to be negligible. In such regions, one could either scale the weighting function based on the geometry or based on the energy. Because the first option would be system dependent, we have written $Y_{ki}$ as a function of the energy difference, in particular, the difference of $V'_{12}(r,k,i)$ at the current geometry $r$ and at a Shepard point $(k,i)$. If the difference is small, $Y_{ki}$ is close to unity (no scaling), and if the difference is large, the contribution of the $V'_{12}(r,k,i)$ at a point $r$ is scaled down. This ensures the correct behavior of the interpolated surface at large internuclear separation between the fragments, including the reaction asymptotic regions. Using such a function also eliminates the need of placing electronic structure Shepard points in the far out regions even if our goal is the global potential energy surface valid at both large and small intermolecular separations.

Another improvement consists in replacing the old (exponential) $u$ function with the function given in Eq. (28). The $u$ function is used to avoid imaginary values of $V_{12}$. We did not get acceptable results for trajectories propagated on interpolated surfaces with $N \geq 1$ with the old $u$ function given in Eq. 19 of Ref. 9. The new $u$ function given in Eqs. (28) and (A15) performed better.

These improvements (along with correcting an error in gradients introduced in the original MCMM formulation) lead to the very stable results and to good conservation of energy and angular momentum in trajectory calculations on MCMM surfaces with various numbers of Shepard points and/or different choices of the force fields. For example, the total energy for 113 trajectories based on the MCMM(31)/p2 potential energy surface was conserved on the average to $3.8 \times 10^{-4} \text{ kcal/mol}$, and the angular momentum for the same trajectories was conserved on the average to $1.8 \times 10^{-7} \text{ h}$. Similar results are obtained for all other MCMM potential energy surfaces that we have considered.

In the present work, we judge the accuracy of the interpolated potential energy surface solely on the basis of energies (not gradients or Hessians). Table III gives the MUEs of MCMM surfaces constructed with various molecular mechanics parameters and with various numbers of electronic structure Shepard points. An unsigned error is defined as an absolute value of the difference between interpolated and accurate energies. These errors are averaged over a large number of nuclear configurations sampled by semiclassical trajectories, and are considered to be reasonably well “converged” with respect to the number of nuclear configurations. The sampled nuclear configurations are spaced by every ten integration steps. The subsequent discussion focuses on the analysis of the sources of errors and discusses a possible strategy for constructing an optimal global MCMM potential.

First, we consider the MCMM(3)/p2 surface in the last row of Table III. (Similar results could be obtained with $N = 1$.) Although the MUE is higher than for the other surfaces considered, it is interesting that even with so few Hessians we can obtain a qualitatively correct surface.

Figures 1 and 2 show interpolated ($V$) and accurate ($E$) potential energies along with the $\tilde{V}_{11}$, $\tilde{V}_{22}$, and $V'_{12}$ matrix elements as functions of time for a representative trajectory on two different MCMM(13) potential energy surfaces constructed with set p1 and set p2 of molecular mechanics parameters [we will denote these potential energy surfaces as...
MCMM(13)/p1 and MCMM(13)/p2, respectively]. At large separations of the reactants (or products) \( V_{12}^S \) is essentially zero; therefore, the MCMM eigenvalue reduces to the diagonal matrix element and the corresponding curves merge. In the interaction region, the molecular mechanics and MCMM curves can be seen separately due to nonzero values of \( V_{12} \).

Both MCMM(13)/p1 and MCMM(13)/p2 are constructed with the same set of the electronic structure Shepard points; the only differences in the generation of these potentials are the molecular mechanics parameters that underlie \( \tilde{V}_{11} \), \( V_{12}^S \), and \( \tilde{V}_{22} \). The first and third rows of Table III show that the MUE for MCMM(13)/p2 is nearly a factor of 2 smaller than the MUE for MM3(13)/p1. The curves shown in Figs. 1 and 2 provide insight as to why MCMM(13)/p2 is considerably more accurate. As one can see from Fig. 1, the energy of the dominant molecular mechanics configuration and, consequentially, the MCMM energy, are often below the accurate energy (along a representative trajectory); this is especially noticeable on the product side. This implies that \( V_{12}(r,k,l) \) becomes imaginary at all these geometries; therefore one cannot further improve the fit at these and nearby geometries by adding more electronic structure Shepard points. At nuclear configurations sampled by a trajectory propagated on the MCMM(13)/p2 potential energy surface (Fig. 2), the dominant MM term can also be seen to sometimes lie below the target energy, but at fewer locations than with parameter set 1; this results in a better fit. The better molecular mechanics potentials in the latter case are due both to better Morse/bending parameters and to different van der Waals parameters. We now consider these issues in detail. Set p1 of molecular mechanics force constants is primarily derived from the experiment, whereas set p2 is approximately derived from the DFT calculations. The latter overestimate the experimental harmonic vibrational frequencies in the present case, which is the typical situation. As a consequence, using the experimentally derived force fields to fit a DFT potential leads to an underestimation of the interpolated potential energy and to imaginary values of \( V_{12} \) in certain regions of the potential energy surface. In the present implementation, the imaginary values of \( V_{12} \) are replaced with zero \( V_{12}^r \) according to Eq. (27), and this reduces the accuracy of the resulting potential energy surface. An alternative choice of parameters that yields vibrational frequencies closer to those obtained with the same method as used for the target potential energy surface will lead to a more successful fit. The results in the second row of Table III indicate that switching from set p1 of Morse/bending parameters to the corresponding set p2 reduces the MUE by approximately 30%.

The other important contributor to the MUEs collected in Table III is related to the description of the van der Waals energy. This type of interaction is generally harder to describe with an analytical function as compared to the one-dimensional bond stretching or angle bending potentials.\(^{34}\) As discussed in Sec. III.C, we used an exp–6–12 functional form parametrized in two different ways. In set p1, the \( A, B, \) and \( C \) parameters are the same as in the MM3 force field, and \( D, r_{opt}, \) and \( \epsilon \) are roughly adjusted to make the contours of the interpolated potential energy near the minimum energy path for a MCMM(3) potential energy surface smooth.\(^{19}\) (Note that this set of parameters was not fitted to any data, but only approximately adjusted to demonstrate the symmetry properties of a MCMM fit, which was the goal of Ref. 19 in which they were originally presented.) This set of parameters yields a reasonably accurate global fit in the low energy range; however, it results in considerable underestimation of the energy at geometries corresponding to the repulsive van der Waals walls. At such geometries, the MM energy with the p1 parameters becomes lower than the accurate energy, and thus one cannot further improve the MCMM energy by adding more Shepard points. If one wished to reduce an error in this fit while keeping the \( A, B, \) and \( C \) coefficients of Eq. (40) as they are in the MM3 force field, one would have to readjust individual atomic parameters. Using an alternative set of the (pairwise) van der Waals parameters (set p2) obtained as described in Sec. III.C reduces the MUE from 2.3 to 1.7 kcal/mol. Even though these parameters are still far from being optimal (they are fitted to DFT potential energy curves that in addition to the van der Waals energy include

FIG. 2. (Color online) Same as Fig. 1 but for a trajectory propagated on a MCMM(13) potential energy surface constructed using MM parameters p2.
valence interactions), one can see that one obtains a better-quality MCMM fit by including a better description of the van der Waals energy.

The results shown in Table III demonstrate that, starting with MCMM(13)/p2, the MUE goes down from 1.7 to 1.3 kcal/mol as the number of electronic structure Shepard points increases from 13 to 20. The reason why the MUE does not decrease further when N is increased further is that the molecular mechanics with p2 still underestimates the energy at geometries far from equilibrium; these geometries primarily correspond to the repulsive van der Waals walls and to significantly stretched bonds in water in the product valley (as one can see from Fig. 2, the MM potential used in set p2 for the product configuration is below the accurate energy at some geometries). Ideally, one would have a MM energy that always exceeds the accurate energy, but the difference should not be large; the latter restriction is imposed by using the scaling function of Eq. (31) for the weights in Eq. (29). This scaling function is used to reduce the contribution of \( V_{ij}(r,k,i) \) at a geometry that is far from the geometry \((k,i)\). If one is only interested in the potential energy surface in a restricted region, e.g., near the minimum energy path (for example, in VTST calculations\(^{10}\)), one need not scale the normalized weights as in Eq. (29), and one need not be particularly careful in adjusting MM parameters. Instead, one could set these parameters so that the MM energy is higher than the accurate energy at all or most geometries, and one could get a good MCMM fit by placing an electronic structure Shepard point with an unscaled weight so that it “corrects” an interpolated energy in a wider region of nuclear configurations. In contrast, scaling the weights do ensure the correct asymptotic behavior of the interpolated surface and the correct behavior of the surface everywhere at large internuclear separations of reactants and products, but it “restricts” the effect of an electronic structure Shepard point to a more localized region and thus is most effective when appropriate adjustments are made to the MM force field.

Figure 3 illustrates the \( V_{11}, V_{22}, \) and \( V_{12}^S \) terms along with the interpolated energy \( V \) and accurate energy \( E \) for a representative trajectory propagated on the MCMM(37)/p2 surface. The MUE in the interpolated energy for this surface (averaged over 973 nuclear configurations from reactive trajectories) is 1.4 kcal/mol, and the MUE for this particular trajectory (averaged over 176 nuclear configurations) is 1.0 kcal/mol. The MCMM(37)/p2 surface is thus more accurate as compared to the MCMMP(13)/p2 surface, but the error does not go down by more than 18% due to the limitation discussed above. \( V_{12}^S \) of Eq. (18) is negative at some geometries in the product valley so that the interpolated quantity \( V_{12}^S \) of Eq. (26) is set to zero in the present MCMM algorithm [Eq. (28)]. This reduces the quality of the fit. To try to avoid this problem one could fine-tune the MM parameters, especially, the Morse and angle bending force constants for water so that the MM energy of the product configuration exceeds accurate energy in this region of nuclear configurations, but we did not do this.

It is clear that the MUEs shown in Table III depend on regions of the potential energy surfaces that we take into account, in terms of both molecular geometries and vertical range of potential energy; these regions are completely specified by the trajectory initial conditions. We consider the dependence on molecular geometries first. Tables IV and V present MUEs for several regions of the potential energy surface defined in terms of an approximate reaction coordi-
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**FIG. 3.** (Color online) Same as Fig. 1 but for a trajectory propagated on a MCMM(37) potential energy surface constructed using MM parameters p2.

<table>
<thead>
<tr>
<th>( z )</th>
<th>MUE</th>
<th>Largest error</th>
</tr>
</thead>
<tbody>
<tr>
<td>-2.9 to -2.0</td>
<td>0.2</td>
<td>0.5</td>
</tr>
<tr>
<td>-2.0 to -1.0</td>
<td>1.1</td>
<td>4.1</td>
</tr>
<tr>
<td>-1.0 to 0.0</td>
<td>3.2</td>
<td>12.9</td>
</tr>
<tr>
<td>0.0 to +1.0</td>
<td>1.3</td>
<td>2.1</td>
</tr>
<tr>
<td>+1.0 to +2.3</td>
<td>0.9</td>
<td>2.3</td>
</tr>
</tbody>
</table>
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Table V. MUE and largest error (kcal/mol) for a representative trajectory on the MCMM(37)/p2 potential energy surface as a function of geometry along the approximate reaction coordinate (see Table IV caption) z (Å).

<table>
<thead>
<tr>
<th>Energy range</th>
<th>MUE</th>
<th>Largest error</th>
</tr>
</thead>
<tbody>
<tr>
<td>−3.3 to −2.0</td>
<td>0.4</td>
<td>0.6</td>
</tr>
<tr>
<td>−2.0 to −1.0</td>
<td>0.4</td>
<td>0.0</td>
</tr>
<tr>
<td>−1.0 to 0.0</td>
<td>1.9</td>
<td>5.2</td>
</tr>
<tr>
<td>0.0 to +1.0</td>
<td>0.6</td>
<td>1.1</td>
</tr>
<tr>
<td>+1.0 to +3.0</td>
<td>0.9</td>
<td>2.3</td>
</tr>
</tbody>
</table>

Table VI. MUE and largest error (kcal/mol) for MCMM(37)/p2 for different ranges of potential energy (the zero of potential energy corresponds to the reactant asymptote).

<table>
<thead>
<tr>
<th>Energy range</th>
<th>MUE</th>
<th>Largest error</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;−6</td>
<td>0.3</td>
<td>1.6</td>
</tr>
<tr>
<td>&lt;3</td>
<td>0.8</td>
<td>3.7</td>
</tr>
<tr>
<td>&lt;6</td>
<td>0.9</td>
<td>4.3</td>
</tr>
<tr>
<td>6−12</td>
<td>1.7</td>
<td>6.8</td>
</tr>
<tr>
<td>12−20</td>
<td>2.3</td>
<td>8.2</td>
</tr>
</tbody>
</table>

V. CONCLUDING REMARKS

MCMM is an interpolation method for generating reactive potential energy surfaces with the aid of nonreactive molecular mechanics. Good performance of this method with a small amount of data was demonstrated for thermal rate coefficients using variational transition state theory in previous work.9,12,15 In this work, we introduced some refinements to the MCMM algorithm to make the interpolated potential energy surfaces suitable for full-dynamics calculations. Although the method is designed primarily for treating more complex systems, in this work we have tested the enhanced algorithm by quasiclassical trajectory calculations for the model reaction OH+H₂→H₂O+H. The interpolated potential energy surfaces for this reaction were obtained with various numbers of Shepard points and with two different molecular mechanics force fields. Very stable results and good conservation of energy and angular momentum were obtained for each interpolated potential energy surface that we considered, regardless of the number and locations of the electronic structure Hessians and regardless of the nonreactive force fields employed.

In contrast to the variational transition state theory calculations that rely on the shape of potential in the vicinity of the reaction path and in the corner-cutting-tunneling region of the reaction swath, the full-dynamics calculations depend on the potential energy surface more globally. It was therefore of interest to evaluate the accuracy of the interpolated potential energies for a wide range of dynamically relevant geometries. This was accomplished by comparing these energies to the target results. The magnitude and sources of the deviations are analyzed as functions of molecular geometries sampled by trajectories and as functions of the potential energy range. For a potential energy surface constructed with 13 sparsely placed electronic structure Hessians the MUE averaged over the wide range of potential energies is only 1.7 kcal/mol, and the MUE for the lower portion of the surface, in particular, from 0 at the product asymptote to ~18 kcal/mol, is only ~1.0 kcal/mol.

For the trajectories we studied we found that it is difficult to converge the potential energy to better than ~1 kcal/mol. We examined the origin of this finding, and we showed that it is primarily a consequence of the replacement of the imaginary values of $V_{12}$ with zero, and we propose that it can be avoided in future work by allowing $V_{12}$ to be imaginary. The errors in potential energy can also be reduced by designing a better $Y(r)$ function or better force fields (parameters and/or functional forms), especially for the
description of the van der Waals interactions. In general, fitting molecular mechanics parameters is not strictly required (unless the required nonreactive molecular mechanics parameters are missing or unreliable); even if molecular mechanics parameters are optimized, which involves, as in most fitting procedures, some human "art" and judgment, such a task is still easier to carry out than fitting a reactive potential energy surface with analytical functions, which has only been implemented for systems with no more than about nine atoms\textsuperscript{13,15} (and usually less than or equal to six). While highly accurate potentials for low-dimensional systems can be obtained with other methods (such as fitting\textsuperscript{13,15} or interpolation\textsuperscript{6}), the MCMM method in its present form can be applied to high-dimensional systems to get a reasonably accurate potential.

This yields

\[ f_n^{(k)} = \frac{\partial^2}{\partial r^2} V_n^{(r(x^{(k)})}. \quad \text{(A4)} \]

Throughout this paper, we use capital G and F to denote the gradients and Hessians with respect to Cartesian coordinates, and lower case g and f to denote the corresponding derivatives with respect to internal coordinates.

(iii) Define a matrix V\(^{(k)}\) at each geometry (k) by

\[ V^{(k)}(r) = \begin{pmatrix} V_n^{(k)}(r) \\ V_{12}^{(k)}(r,k) \\ V_n^{(k)}(r) \end{pmatrix} \quad \text{(A5)} \]

and construct Taylor series expansions of V\(_{12}\) around each data point (k) by

\[ V_{12}(r,k) = (V_1^{(k)} - V^{(k)})(V_2^{(k)} - V^{(k)}) + (V_2^{(k)} - V^{(k)})(g_1^{(k)} - g^{(k)}) + \frac{1}{2}(V_2^{(k)} - V^{(k)})^2((g_2^{(k)} - g^{(k)})^T + \frac{1}{2}(V_2^{(k)} - V^{(k)})^T((f_1^{(k)} - f^{(k)})^T + \frac{1}{2}(V_1^{(k)} - V^{(k)})^2((f_2^{(k)} - f^{(k)})^T, \quad \text{(A6)} \]

where

\[ \Delta r^{(k)} = r(x) - r(x^{(k)}). \quad \text{(A7)} \]

This step uses the Taylor series reversion\textsuperscript{20} of V\(_{12}\).

(iv) For each geometry (k) calculate Taylor coefficients D\(_{(k)}\), b\(_{(k)}\), and C\(_{(k)}\):

\[ D^{(k)} = (V_1^{(k)} - V^{(k)})(V_2^{(k)} - V^{(k)}), \quad \text{(A8)} \]

\[ b^{(k)} = \frac{g_1^{(k)} - g^{(k)}}{V_1^{(k)} - V^{(k)}} + \frac{g_2^{(k)} - g^{(k)}}{V_2^{(k)} - V^{(k)}}, \quad \text{(A9)} \]

\[ C^{(k)} = \frac{1}{2}(V_2^{(k)} - V^{(k)})^2((g_2^{(k)} - g^{(k)})^T + \frac{1}{2}(V_2^{(k)} - V^{(k)})^T((f_1^{(k)} - f^{(k)})^T + \frac{1}{2}(V_1^{(k)} - V^{(k)})^2((f_2^{(k)} - f^{(k)})^T, \quad \text{(A10)} \]

With these coefficients, Eq. (A6) can be rewritten as

\[ [V_{12}(r,k)]^2 = D^{(k)}(1 + b^{(k)} T \Delta r^{(k)} + \frac{1}{2} \Delta r^{(k)} T C^{(k)} \Delta r^{(k)}), \quad \text{(A11)} \]

Note that steps (i)--(iv) are performed once at the beginning. Then steps (v) and (vi) are carried out every time that the dynamics algorithm needs the energy, gradient, and/or Hessian.

(v) Define matrix V at the input geometry x by

\[ V(x) = \begin{pmatrix} V_n(x) \\ V_{12}(x) \\ V_n(x) \end{pmatrix}. \quad \text{(A12)} \]

The lowest-energy eigenvalue of this matrix is the MCMM PEF. The diagonal matrix elements V\(_n\)(x) and their deriva
tives \(G_n(x)\) and \(F_n(x)\) are defined by molecular mechanics. The off-diagonal matrix elements \(V_{12}\) are obtained via Shepard interpolation in internal coordinates \(r(x)\) as follows:

\[
V_{12}^i(r) = \sum_{k=1}^{N} w_k(r)V_{12}^i(r,k),
\]

(A13)

where \(w_k\) are normalized weights, and \(V_{12}^i\) is defined by

\[
V_{12}^i(r,k) = \sqrt{V_{12}^i(r,k)^2} u(r,k),
\]

(A14)

where \(V_{12}^i(r,k)^2\) is given in Eq. (A11), and

\[
u(r,k) = \left\{ \begin{array}{ll}
1 & V_{12}^i(r,k)^2 > 0 \\
0 & \text{otherwise}
\end{array} \right.
\]

(A15)

The normalized weight function is

\[
w_k(s) = \frac{Y_k}{d_k(s)^2} \sum_{k=1}^{N} \frac{Y_k}{d_k(s)^2},
\]

(A16)

where \(Y_k\) can be either unity (recommended for variational transition state theory calculations) or a function like Eq. (31) of the main text (recommended for trajectory calculations); the variable \(d_k\) is the generalized distance between \(s\) and \(s^{(k)}\) defined as

\[
d_k(s) = \sqrt{\sum_{y=1}^{1} (s_y - s^{(k)}_y)^2},
\]

(A17)

where \(s^{(k)} = \{s_{11}, s_{21}, \ldots, s_{y1}, \ldots, s_{1}\}\) is a set of internal coordinates that is generally different from the set \(r\). The current implementation only supports the following cases: (a) set \(s\) is the same as set \(r\), and (b) set \(s\) is a subset of \(r\). Note that the sum in Eq. (A16) has two more points than the sum in Eq. (A13). The two extra points consist of one point in the region where \(V\) is assumed to be well approximated by \(V_1\) and another in the region where \(V\) is assumed to be well approximated by \(V_2\). At both of these points \(V_{12}\) and \(V_{12}^i\) are assumed to be zero, so these points do not occur in Eq. (A13). Thus Eq. (A13) actually corresponds to an \((N+2)\)-point interpolation with \(N\) terms.

The first and second derivatives of \(V_{12}^i(r)\) of Eq. (A13) with respect to internal coordinates are

\[
g^i(r) = \frac{\partial V_{12}^i(r)}{\partial r} = \sum_{k=1}^{N} \left[ \frac{\partial w_k}{\partial r} V_{12}^i(r,k) + w_k g_{12}(r,k) \right],
\]

(A18)

\[
f^i(r) = \frac{\partial^2 V_{12}^i(r)}{\partial r^2} = \sum_{k=1}^{N} \left[ \frac{\partial w_k}{\partial r} \frac{\partial V_{12}^i(r,k)}{\partial r} + \frac{\partial^2 w_k}{\partial r^2} V_{12}^i(r,k) + \frac{\partial w_k}{\partial r} g_{12}(r,k) \right]
\]

\[
\qquad + g_{12}(r,k) \left[ \frac{\partial w_k}{\partial r} \right]^T + w_k f_{12}(r,k),
\]

(A19)

where

\[
g_{12}(r,k) = \frac{\partial V_{12}^i(r,k)}{\partial r} =
\]

\[
\frac{1}{2 V_{12}^i(r,k)} D^{(k)}(b^{(k)} + C^{(k)} \Delta r^{(k)}) u(r,k)
\]

\[
\times \left( 1 + \frac{\Delta}{V_{12}^i(r,k)} \right)^n u(r,k)
\]

(A20)

\[
f_{12}(r,k) = \frac{\partial^2 V_{12}^i(r,k)}{\partial r^2} = \frac{1}{V_{12}^i(r,k)} \left( -g_{12}(r,k) g_{12}(r,k)^T + \frac{D^{(k)} u(r,k)}{(V_{12}^i(r,k))^2} \right)
\]

\[
\times \left( 1 + \frac{\Delta}{(V_{12}^i(r,k))^2} \right) u(r,k)
\]

(A21)

where the coefficients \(D^{(k)}, b^{(k)}, \text{ and } C^{(k)}\) are given in Eqs. (A8)–(A10).

The first and second derivatives with respect to \(r\) of the weight function given in Eq. (16) are obtained numerically. Since all operations except for this numerical intermediate step are analytic, the final MCMC derivatives may be called semianalytical.

(vi) Find the eigenvalue \(V\) of Eq. (A12) and its derivatives in Cartesian coordinates. The lowest eigenvalue of Eq. (A12) is given by

\[
V(x) = \frac{1}{2}(V_1(x) + V_2(x)) - [\{V_1(x) - V_2(x)\}^2 + 4(V_{12}^i(x))^2]^{1/2},
\]

(A22)

where \(V_n\) are uninterpolated MM potentials, and \(V_{12}^i\) is the resonance integral obtained via the \((N+2)\)-point Shepard interpolation, Eq. (A13). The gradient and Hessian components of \(V\) with respect to Cartesian coordinates are given by

\[
G_i = \frac{\partial V}{\partial x_i} = \frac{1}{2} \left( G_{ii} + G_{ij} \right) - \left( \frac{4V_{12}^i \frac{\partial V_{12}^i}{\partial x_i} + (V_1 - V_2)(G_{ii} - G_{ij})}{(V_1 - V_2)^2 + 4(V_{12}^i)^2} \right)^{1/2}
\]

(A23)

and
\[ F_{ij} = \frac{\partial^2 V}{\partial x_i \partial x_j} = \frac{1}{2} \left( F_{11} + F_{22} + \frac{4V_{12}^2}{V_{12}^2} \frac{\partial V_{12}}{\partial x_i} + (V_1 - V_2)(G_{11} - G_{22}) \right) + \frac{1}{2} \left( V_1 - V_2 \right) \left( F_{21} - F_{12} \right) \]

\[
\left( (V_1 - V_2)^2 + 4V_{12}^2 \right)^{1/2} \]

\[ v_{ij} = \frac{\partial V}{\partial x_i} = \frac{1}{2} \left( v_{11} + v_{22} + \frac{4V_{12}^2}{V_{12}^2} \frac{\partial V_{12}}{\partial x_i} + (V_1 - V_2)(G_{11} - G_{22}) \right) + \frac{1}{2} \left( V_1 - V_2 \right) \left( v_{21} - v_{12} \right) \]

\[
\left( (V_1 - V_2)^2 + 4V_{12}^2 \right)^{1/2} \]

(A24)
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