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Separation of photo-induced charges (electrons and holes) can exert important
control over the lifetimes of photo-excited states. Such separation may be
promoted in Metal-Organic frameworks (MOFs), which are organic-inorganic
hybrid materials, through ligand-to-metal charge transfer (LMCT). In this
chapter, we discuss our recent work on photocatalysis with Ce-based MOFs,
which feature LMCT due to the low-lying empty 4f states of Ce(IV). We discuss
the electronic structure of Ce-based UiO-66, the effects of linker functionalization
and metal (Zr or Ti) doping on the electronic structure of Ce-based UiO-66, and
the photoredox possibilities of the selected Ce-MOFs.

Introduction

Photocatalysis provides a way to utilize sunlight and convert solar energy into chemical energy to
meet the growing global demand for energy (1-4). This hasled to the explosive growth in the past few
decades in the study of photocatalysts, especially semiconductor-based photocatalysts (e.g., d°, d'°,
and f* metal oxides) featuring good stabilities, and in the study of the mechanism of photocatalysis
(4-14). In case of semiconductor photocatalysis, the photocatalytic process involves three basic
steps: (i) photo-induced excitation of the photocatalyst to generate charge carriers (electrons and
holes), (ii) diffusion of charge carriers to the surface of the photocatalyst, and (iii) photoredox
reactions on the photocatalyst surface (7).

Since the photoredox reactions are driven by the generated electrons and holes, the
concentrations of these photo-induced charge carriers on the photocatalyst surface are crucial to the
photocatalytic activity; larger or smaller amounts of surface charge carriers generally correspond to a
higher or lower photocatalytic activity, respectively. An effective way to increase the concentrations
of charge carriers on a photocatalyst surface is to suppress the recombination of charge carriers. If a
longer diffusion pathway is required for the charge carriers to reach surface, it can result in a higher
probability of recombination, giving rise to less charge carriers reaching the photocatalyst surface,
and the probability for recombination can be decreased by making the particle size of a photocatalyst
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smaller. Other approaches to suppress recombination include employing hybrid materials (e.g.,
heterojunction systems or organic-inorganic hybrid materials that are composed of two or more
constituents) to separate the charge carriers spatially (15-19) and involving a cocatalyst (e.g., noble
metal clusters) to trap the charge carriers (20, 21).

Metal-Organic frameworks (MOFs) are hybrid materials, in particular porous crystalline
materials with inorganometallic nodes connected into a polymeric network by organic linkers (22).
One important feature of MOFs is that their porosity allows the rapid diffusion of reactants
throughout the framework, and this provides an avenue to overcome the low mobility of charge
carriers in many nonporous semiconductors. In addition, the small-scale nodes in MOFs behave
similarly to quantum dots and have short diffusion pathways for charge carriers to reach the surface
of a pore. Accordingly, MOFs intrinsically couple the characteristics of quantum dots and hybrid
materials. With careful designs of the inorganic and organic building blocks (nodes and linkers),
effective separation of charge carriers can be achieved during photocatalysis; successful cases include
long-lived charge-separated states found in a zeolitic imidazolate framework ZIF-67 (23) and a
trinuclear iron-ji3-oxo-based MOF MIL-100(Fe) (24).

Figure 1. Schematic view of pristine UiO-66. The primitive cell is indicated by a blue background. The six
metal atoms are labeled with numbers and are identical for single-metal UiO-66 MOFs. Metal, H, C, and
O atoms are in yellow, light pink, brown, and red, respectively. This color scheme is used throughout this
chapter.

Stability of photocatalysts in certain conditions (e.g., aqueous solution) is an essential
requirement for practical applications (e.g., photocatalytic water splitting). However, MOFs
generally have weak stability (25). Nevertheless, the UiO-66 MOF (see Figure 1), which is assembled

by connecting Zrg(p3-0)4(p3-OH)4 nodes and 1,4-benzene-dicarboxylate (BDC) linkers, achieved
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abreakthrough in this respect (26); it has been reported that UiO-66 has exceptional thermal stability
and strong resistance toward solvents (e.g., water) and pressure (26). Furthermore, UiO-66 has
a broad tunability; (complete or partial) substitution of the Zr ions in the Zrg(p3-O)4(p3-OH),
node with Hf (27, 28), Th (29), Ti (28), Ce (30), or U (31, 32) and functionalization of the BDC
linker with chemical groups (e.g., NH; or NO,) (33, 34) are synthetically feasible and can generate
a series of UiO-66 analogs. Accordingly, photocatalysis on UiO-66 analogs has been studied for
years (28, 35-45). However, most of these studies focused on the original Zr-based UiO-66 with
functionalized linkers responsible for light harvesting, and the ligand-to-metal charge transfer
(LMCT) process, which can bring out the spatial separation of photo-induced charge carriers, is not
favored in Zr-based UiO-66 (42, 44), limiting the photocatalytic activity of Zr-based UiO-66 (42).

Our recent quantum mechanical computational work (46, 47) shows that:

(i) By changing the d° metal Zr(IV) in the original Zr-based UiO-66 with the f* metal Ce(IV),
the LMCT process becomes energetically favorable, and effective photo-induced charge
separation may be achieved.

(ii) By functionalizing the BDC linker in Ce-based UiO-66, the light-harvesting capability of
the BDC linker can be enhanced, and the electronic structure of Ce-based UiO-66 can be
engineered for a desired reaction (e.g., photocatalytic water splitting).

(iii) By doping Ti or Zr in the Ce-based UiO-66, the electronic structure of Ce-based UiO-66
can be further optimized for photocatalytic reactions under visible light.

In this chapter, we will review this work.

Computational Details

In this section, we give the details of calculations in the work (46, 47) that is discussed in this
chapter.

For clarity, we first introduce a notation UiO-66(M1,M2¢_,)-L to define the UiO-66 analogs,
where M1 and M2 are the metals in the node, # is the number of M1 atoms in each node, and L
denotes the functional group(s) (i.e., X or 2,5-X, see Figure 2) on the BDC linker. For single-metal
UiO-66, the notation reduces to UiO-66(Mg)-L, where M is the only metal in the node.

Periodic Calculations

The unit cell of pristine UiO-66 consists of 456 atoms, and density functional theory (DFT)
calculations on this cell would be very demanding. Therefore, to reduce the cost, we used the
primitive cell of UiO-66 (see Figure 1), which consists of 114 atoms (6 metals, 32 O, 48 C, and 28
H) for the pristine structure.

All the periodic DFT calculations based on the primitive cell of UiO-66 were performed in the
Vienna ab initio Simulation Package (VASP) (48, 49). For all the periodic structures considered, both
the atomic positions and the cell shape were optimized using the PBEsol (50) exchange—correlation

functional because we found that PBEsol can give good equilibrium lattice constants for UiO-66(Mg)

(46). The optimizations were stopped when the Hellman—Feynman force on each relaxed ion was
less than 0.02 eV/A.
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Previous work (40) showed that the HSE06 (51) exchange—correlation functional has useful
accuracy for predicting band gaps of functionalized UiO-66(Zrg), and therefore it was selected to

perform calculations of the density of states (DOS) of the PBEsol-optimized structures (this protocol
is denoted as HSE06//PBEsol).

BDC BDC-X BDC-2,5-X
Figure 2. BDC, BDC-X, and BDC-2,5-X linkers. The functionalized BDC linkers are discussed in the
Linker Functionalization subsection in the Electronic Structure section.

For all the periodic DFT calculations, the criterion for self-consistent field convergence was set
at 10-° eV, the kinetic energy cutoff was set at 500 €V, and the projector augmented wave (PAW)
method (52) was used to describe the core—valence electron interactions with H (1s), C (2s, 2p), N
(2s,2p), O (2s,2p), S (3s, 3p), F (2s, 2p), Cl (3s, 3p), Br (4s, 4p), I (Ss, 5p), Ti (3s, 3p, 4s, 3d), Zr
(4s, 4p, Ss, 4d), Hf (Ss, Sp, 6s, 5d), Th (6s, 6p, 7s, 6d), Ce (Ss, Sp, 6s, 5d, 4f), and U (6s, 6p, 7s, Sf,
6d) being treated as valence electrons.

For PBEsol optimization calculations, the k-point mesh was sampled using a 3 X 3 X 3
Monkhorst—Pack grid, while for HSE06 DOS calculations the 1 X 1 X 1 k-point mesh sampling (i.e.,
I'-point sampling) was used to accelerate the computationally expensive HSEO6 calculations since I'-
point sampling is expected to be adequate for calculating electronic properties (40, 42).

Cluster Calculations

The isolated H,BDC-X linkers with X = H, NH,, NO,, F, CI, Br, I, OH, SH, COOH, CHj,
CF3, or SO3H and the cluster model of the UiO-66(Ceg) used for excited-state calculations to
obtain respective linker-localized excitations and node-localized and ligand-to-metal charge-transfer
excitations were constructed by cutting the BDC-X2- and [CesO4(OH)4(BDC),(COO) o]~
anions from their optimized periodic systems UiO-66(Ceg)-X and capping the unsaturated sites with

protons. The proton capping ions in these models were optimized to obtain ground-state structures.
Vertical transitions were considered in excited-state calculations based on time-dependent density
functional theory (TD-DFT) with the adiabatic linear-response approximation (53).

The HSE06 exchange—correlation functional with the 6-3114+G(d) (54) basis set for H, C, N,
O, S, F, Cl, and Br, the 6-311G(d) (54) basis set for I, and the Stuttgart-Dresden—Dunning (SDD,
MWB28) (55) basis set and effective core potential for Ce was used for both the ground-state and
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excited-state calculations on cluster models. All these cluster calculations were performed in Gaussian

16 (56).

Band Alignment

Butler and co-workers proposed a method to evaluate the vacuum levels of MOFs (57). They
assumed that the common vacuum level of a MOF can be estimated by the electrostatic potential at
the center of a pore of the MOF. In practice, the mean of the electrostatic potential values within a
spherical probe, which is placed at the center of a pore of a MOF, is taken as the electrostatic reference
potential, and to ensure that the obtained electrostatic reference potential is robust, the variance of
the electrostatic potential values within the spherical probe should be very small.

We applied this method to the UiO-66 analogs to obtain their electrostatic reference potentials
and derive their absolute band edge positions. We placed the spherical electrostatic probe (with a
radius of 1 A) at the center of the large octahedral cage (~11 A) of each analog of UiO-66; the
variance of the electrostatic potential values within the spherical probe was found to be lower than 10

4V.

Table 1. Transitions of Isolated H,BDC-X Linkers (X = H, NH,, NO,, F, Cl, Br, I, OH, SH,
COOH, CHj3, CF3, or SO3H) Dominated by HOLO — LULO Configurations

transition excitation energy oscillator strength, f HOLO - LULO

(eV) contribution (%)
H So— Ss 4.54 0.041 59
NH, So— S 3.41 0.096 97
NO, So— Ss 4.40 0.034 79
F So— S3 439 0.047 90
cl So— Sy 4.18 0.050 80
Br So— S, 4.06 0.061 93
I So— S 3.76 0.063 96
OH So—Si 3.80 0.088 96
SH So— S, 3.40 0.075 97
COOH  Sy— S, 3.89 0.036 83
CH, So—=S, 432 0.031 59
CF, So— S 4.56 0.086 60
SOz;H So—$S, 4.29 0.045 36

Electronic Structure

Light absorption can generate excited states, and consequently the absorption spectrum is a key
property of a photocatalyst. Typically, for MOF UiO-66(Zrg) and its functionalized variants, and

many other MOFs, the linker is capable of light absorption (40, 42, 44, $8-60), and the excitation
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of the linker can be considered as the first step of the photocatalytic process in these MOFs. The
absorption threshold is approximated by assuming that it corresponds to a transition from the highest
occupied linker orbital (HOLO) to the lowest unoccupied linker orbital (LULO), and that the energy
of this transition is given by

Eqavs = Eruro — Enoro, (1)

where Ej 0 and Eyop o are the orbital energies. Using these orbitals is justified for the UiO-66
analogs by TD-DFT calculations on their isolated linkers (H,BDC-X) that show that the transitions
are dominated by HOLO — LULO configurations having large oscillator strengths (see Table 1).
The visible region of solar irradiance spans 1.7 to 3.2 €V and carries nearly half of the total solar
energy that reaches the surface of the Earth. To absorb in the visible region, E_, should be lower than
3.2 ¢V, and to absorb a sufficient amount of solar light, it is desirable for E,, to be around 2 eV.
In photocatalysis, the lifetime of the excited states is of great importance as it needs to be long

enough to drive the reaction. Effective separation of charge carriers can prolong the lifetime of the
excited states, and for MOFs this can be achieved through the LMCT process (see Scheme 1). The

rate of the LMCT process depends strongly on the electronic coupling strength and the nuclear
reorganization of the involved vibronic states (61-66). Nevertheless, the energetic feasibility of the

LMCT process can be estimated by Ej \jc. which is defined by

Ermer = Evunvo — Evruro, (2)

where Eyyno is the energy of the lowest unoccupied node orbital (LUNO). Therefore, Ep \icT

corresponds to the energy change of transferring the photo-generated electron from the photo-
excited linker orbital (which is assumed to be the LULO) to the LUNO.

It is desirable to have a negative Ej \;cT, since it can favor the LMCT process and lead to long-
lived LMCT excited state of the MOF photocatalyst (see Case 2 in Scheme 1). This requires the
energy of the LUNO to be lower than the energy of the LULO.

LUNO ,

HOLO HOLO

Casel ! Case2
Scheme 1. Two possible cases of LMCT processes in MOFs with photo-excited linker (note that MOF
linkers are capable of harvesting light). HOLO, LULO, and LUNO represent highest occupied linker
orbital, lowest unoccupied linker orbital, and lowest unoccupied node orbital, respectively.
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Both E,¢ and Ey g are relevant to the photocatalytic activity of MOFs with light-harvesting

linker (e.g., UiO-66 analogs). Accordingly, these two properties were taken as the descriptors to
screen potential photocatalytic materials.

Pristine UiO-66(Mg)

The left panel in Figure 3 illustrates the electronic structure of UiO-66(Zrg), and it shows that

the highest occupied and lowest unoccupied crystal orbitals (HOCO and LUCO) are predominantly
centered on the linkers, that is, the HOCO and the HOLO are the same for UiO-66(Zrg), and the

LUCO is the same as the LULO. The calculated E,,; for UiO-66(Zrg) is high (3.73 V), indicating
that pristine UiO-66(Zrg) does not absorb visible light.
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Figure 3. Total (black) and projected (red and blue) density of states of the pristine UiO-66(Mg) with M =

Zr, Ti, or Ce. The unoccupied Zr 4d orbitals, Ti 3d orbitals, and Ce 4f orbitals are highlighted with a yellow
background. The E ;s and Ej yqcr for each case are labeled. Epjoco is the energy of the HOCO (i.e.,

HOLO for these three cases).

The electronic structure of UiO-66(Zrg) also shows that the LUNO (which is a 4d orbital of Zr)
is much higher in energy than the LULO (or LUCO). The calculated Ey ;¢ for UiO-66(Zrg) is large

and positive (2.00 eV), indicating that LMCT does not occur in this MOF, and the lifetime of excited
states is expected to be short, which is consistent with the experimental observations by Nasalevich
and co-workers (42). These results suggest that UiO-66(Zr) has only limited photocatalytic activity.

To increase the photocatalytic activity of UiO-66(Zrg), both the E ¢ and the Ej pqcT need to
be properly engineered. An effective approach to engineer the Ey \;c of UiO-66(Zrg) is to replace
the Zr with other metals (Hf, Th, Ti, Ce or U) since the LUNO, which can affect E[ p;cT> is a metal
orbital. We considered complete metal substitution of the Zrg(p13-O)4(p3-OH)4 node with Hf, Th,
Ti, Ce or U; these metals provide a variety of distinct valence orbitals (3d, 5d, 6d, 4f, and 5f).

The calculated E, s and Ej pqc of the UiO-66(Zrg) and five analogs with other metals in place
of Zr are tabulated in Table 2. Although Zr(IV), H(IV), Th(IV), and Ti(IV) are all d° metal ions, we
find that UiO-66(Tig) has very different electronic properties (E,}, and Ey pqct) than UiO-66(Mg)
MOFs composed with M = Zr, Hf, or Th. The Zr, Hf, and Th MOFs are similar to each other but the
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Ti MOF has much lower E s and Ej pqc (see Table 2). This is explained by the electronic structures
of UiO-66(Zrg) and UiO-66(Tig) in Figure 3; in particular, some 3d orbitals of Ti are found to be low
in energy; this agrees with the fact that the TiO, 2p—3d band gap is much narrower than the ZrO,
2p—4d band gap (65-67), suggesting that one can design the electronic properties of UiO-66(Mg)

MOFs based on the knowledge of the corresponding metal dioxides. In addition, the energies of the
3d orbitals of Ti and the linker 7* orbital are effectively overlapped, giving rise to a lower E,j¢ in

UiO-66(Tig) than in UiO-66(Zrg). These results suggest that the photocatalytic activity and LMCT
efficiency of UiO-66(Tig) should be higher than that of UiO-66(Zr), which is consistent with the

experimental observations by Nasalevich and co-workers (42).

Table 2. Absorption Energies (E,}, in €V) and Ligand-to-Metal Charge-Transfer Energies
(ELmMcTs in €V) of UiO-66(Mg) with M = Zr, Hf, Th, Ti, Ce, or U
Zr Hf Th Ti Ce Us

Eobs 3.73 3.76 3.89 3.42 4.09 3.64

Epmer 2.00 2.03 1.87 0 -1.43 1.67

2 Ui0-66(Ug) has six possible arrangements of magnetic spins, which have similar stabilities and electronic
properties (E,ps and Ey pior). The data reported in this table adopts the most stable arrangement (i.e., the

ferromagnetic state).

CeO,, which features low-lying empty 4f orbitals, is highly reducible (68-70) and is often
used as the catalytic support or even the catalyst for a wide range of redox reactions (71-76). It is
reasonable to expect that the low-lying nature of the empty 4f orbitals in CeO, can be preserved in
UiO-66(Ceg). In fact, our calculations show that UiO-66(Ceg) has a unique electronic structure (see
Figure 3); the empty 4f band of UiO-66(Ce) lies between the HOLO (or HOCO) and the LULO.

Our TD-DFT calculations confirmed that node-localized excitations and ligand-to-metal charge-
transfer excitations dominated by 2pc o — 4fc, configurations are weak with oscillator strengths

being generally close to or smaller than 0.001, confirming that the excitations are predominantly on
the linker of UiO-66(Ceg). Therefore, UiO-66(Ceg) has a negative Ey pqc (-1.43 €V, see Table 2),

and the LMCT process, which can prevent the recombination of electrons and holes and generate
long-lived charge-separated states, is energetically favorable in UiO-66(Ceg), with the low-lying

empty 4f orbitals serving as efficient electron traps. Accordingly, UiO-66(Ceg) is promising for
photocatalysis though it has a high E,j,¢ that must be lowered; this lowering will be addressed in the

next two subsections.
Although U(IV), like Ce(IV), has empty f orbitals, UiO-66(Uy) has a large and positive Ey et

(1.67 eV, see Table 2). The reason for this is that the unoccupied 5f orbitals of U are at high energies
(46).

Linker Functionalization

Linker functionalization has been found to be effective for enhancing the light-harvesting
capability of MOFs (40, 58). We therefore considered functionalizing UiO-66(Ceg) with 12
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synthetically feasible monosubstituted variants of the BDC linker, i.e., BDC-X; see Figure 2. The
substitutions we considered are X = NH,, NO,, F, Cl, Br, I, OH, SH, COOH, CHj;, CF3, and

SO3H. Previous work indicated that NH, substitution might be especially effective, as the NH,
group has been widely used to functionalize MOF linkers for enhancing their light-harvesting
capabilities (28, 35, 36, 38, 40-42, 45).

The calculated E,ps and Ey pqc of the resulting UiO-66(Ceg)-X MOFs are tabulated in Table
3. The table shows that the E ¢ (4.09 €V) of pristine UiO-66(Ceg) is more or less decreased after
linker functionalization (46). Among the cases studied, the E,p; of UiO-66(Ceg)-SH (2.54 €V) and
UiO-66(Ceg)-NH, (2.74 eV) are decreased the most, indicating that functionalizing the linker with
electron-donating SH or NH, groups is an effective way to decrease E,p; and enhance the light-

harvesting capability.

Table 3. Absorption Energies (E,}, in €V), Ligand-to-Metal Charge-Transfer Energies
(ELmcTs in €V),and HOCO-LUCO Gaps (Eg, in €V) of Ui0-66(Ce¢)-X and UiO-66(Ceg)-

2,5-X

Xor2,§5-X E Erpmer E,
H 4.09 -1.43 2.66
NH, 2.74 -1.57 1.17
NO, 3.77 -1.33 2.44
F 3.83 -1.38 245
Cl 3.57 -1.39 2.18
Br 3.42 -1.42 2.00

I 2.97 -1.44 1.53
OH 3.02 -1.61 1.41
SH 2.54 -1.59 0.95
COOH 3.43 -1.65 1.78
CHj 3.83 -1.47 2.36
CF; 4.03 -1.35 2.68
SO3;H 3.70 -1.50 2.20
2,5-NH, 1.89 -1.72 0.17
2,5-NO, 3.19 -1.06 2.13
2,5-Br 3.16 -1.44 1.72
2,5-1 2.76 -1.50 1.26
2,5-OH 2.11 -1.78 0.33
2,5-SH 1.82 -1.73 0.09

Previous study reported that the light-harvesting capability of the monosubstituted BDC linker
can be further enhanced by difunctionalization (40). We then further considered six disubstituted
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variants of BDC linker (i.e., BDC-2,5-X, see Figure 2), including BDC-2,5-NH,, -2,5-NO,, -

2,5-Br, -2,5-1, -2,5-OH, and -2,5-SH; these functionalized linkers are suggested to have a similar
or more superior light-harvesting capability than BDC-OH according to the simulated absorption
spectra of isolated H,BDC-X and H,BDC-2,5-X linkers based on TD-DFT (47). The calculated

E,ps and Ey pgc of the resulting UiO-66(Ceg)-2,5-X are also tabulated in Table 3. The results are
consistent with the observation in a previous study (40); UiO-66(Ceg)-2,5-X has a lower E,,¢ than
the corresponding UiO-66(Ceg)-X.

Metal Doping

In photocatalysis, metal-ion doping is a common and effective approach to optimize the
photocatalyst (12, 77, 78). Inspired by this, we next studied mixed-metal UiO-66 MOFs.

Previous studies reported that it is feasible to dope Ti or Ce into the Zrg(p3-O)4(p3-OH)y
node of UiO-66(Zrg) to form a mixed-metal (Ti/Zr or Ce/Zr) node (28, 79-85). Our previous

work suggested that the mixed Ce/Ti node, which has not been reported so far, can be synthesized
since the energies of mixing Zr or Ti into the Ceg(p3-O)4(p3-OH)4 node are comparable (47).

Accordingly, we studied the effect of metal doping by considering mixed Ce/Zr and mixed Ce/Ti
UiO-66 MOFs; more specifically, we considered the UiO-66(Ce,Zr,) and UiO-66(Ce,Tiy) MOFs

for the reason that (i) for photocatalytic water splitting (note that in the next section we will focus on
the photoredox possibility of the Ce-based MOFs for water splitting), two Ce sites holding excited

electrons are sufficient to proceed the hydrogen evolution reaction (HER, 2H*(aq) + 2e— <> H,(g)),
which has much faster kinetics than the oxygen evolution reaction (OER, HO < 2H*(aq) + 1/
20,(g) +2e-) (86, 87), and (ii) the effect of metal doping can be maximized.

Table 4. Absorption Energies (E,}, in €V), Ligand-to-Metal Charge-Transfer Energies
(ELmcTs in €V),and HOCO-LUCO Gaps (Eg, in V) of UiO-66(Ce,Zr4)-X, UiO-66(Ce,Zr,)-
2,5-X, Ui0-66(Ce,Tiy)-X, and UiO-66(Ce, Tiy)-2,5-X

UiO-66(CeyZry) Ui0-66(Ce,Tiy)
Xor2,5-X Eaps Epmcr Eq Eaps Ermcr Ey
NH, 2.48 -1.11 1.37 2.14 -0.92 1.22
I 2.76 -0.99 1.76 2.58 -0.90 1.65
OH 2.77 -1.13 1.64 2.44 -0.92 1.51
SH 2.37 -1.09 1.27 2.04 -0.92 1.12
2,5-NH, 1.58 -1.19 0.39 1.27 -0.97 0.31
2,5-NO, 3.02 -0.67 2.35 2.93 -0.63 2.30
2,5-Br 2.95 -0.98 1.97 2.66 -0.83 1.83
2,5-1 2.48 -0.99 1.48 2.13 -0.83 1.30
2,5-OH 1.86 -1.30 0.56 1.40 -0.99 0.41
2,5-SH 1.78 -1.16 0.62 1.34 -0.91 0.43
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Both the UiO-66(Ce,Zr4) and UiO-66(Ce,Tiy) have their most stable doping configuration
with the original Ce atoms at sites 1, 2, 3, and S (see Figure 1) in the UiO-66(Ceg) replaced by Zr
or Ti (47). Such a doping configuration was adopted for further study. We considered 10 top-ranked
functionalized linkers in Table 3 (i.e., BDC- NH,, -1, -OH, -SH, -2,5-NH,, -2,5-NO,, -2,5-Br, -
2,5-1,-2,5-OH, and -2,5-SH). The calculated E},¢ and Ej p;c1, and HOCO-LUCO gaps (Eg) of the
resulting MOFs are tabulated in Table 4. By comparing these results with the results in Table 3, we
found that Zr or Ti doping can lower the E,; while opening the HOCO-LUCO gap and Ti doping

is more effective in lowering the E,p, than Zr doping. Therefore, we conclude that the electronic

properties of Ce-MOFs can be further optimized by Zr or Ti doping.

Photoredox Possibilities

Water splitting, which produces H, (which is clean energy source), is one of the most studied
photocatalytic reactions (3, 88-90). Therefore, water splitting was taken as the prototype reaction to
screen the generated Ce-based MOF photocatalysts.

We first performed a preliminary screening on all generated Ce-based MOFs (listed in Tables 2
and 3) based on two criteria: (i) Eyp,s < 3.0 €V and (ii) Eg 2> 1.48 €V; the former criterion was used
to screen visible-response photocatalysts and the latter criterion was used to satisfy the requirement
of driving the water splitting reaction (HER and OER) using a single photocatalyst, that is, the lower
limit of Eg is 1.48 eV (1.23 + 0.25 V) since the ideally minimal (HOCO-LUCO) gap to achieve
water splitting is 1.23 eV and in practice an overpotential of 0.25 eV (91) or more (3) is required to
drive water splitting. Nine Ce-based MOFs were then identified as candidates for visible-response
water splitting photocatalysts: UiO-66(Ceg)-1, UiO-66(Ce,Zr,)-L with L =2,5-1, 1, OH, and 2,5-
Br, and UiO-66(Ce, Tiy)-L with L =1, 2,5-NO,, OH, and 2,5-Br. Among the nine candidates, eight
MOFs (except the UiO-66(Ceg)-I) have a mixed-metal node, highlighting the significant effect of
metal doping.

A further screening on the nine candidates considers their absolute band edge (HOCO and
LUCO) positions (i.e., energies of HOCO and LUCO with respect to the vacuum level) since a
qualified photocatalyst needs to have absolute band edges that can drive the photocatalytic reaction;
for example, for the photocatalytic water splitting reaction, the absolute HOCO position of the MOF
photocatalyst should be lower than the OER level while the absolute LUCO position of the MOF
photocatalyst should be higher than the HER level. The condition that we considered for performing
the photocatalytic water splitting reaction is room temperature (298.15 K) and pH = 7 (note that
this is also a general condition for this reaction), and for this condition, the HER and OER levels are
located at -3.87 and -5.09 €V, respectively (46).

The band alignment of the nine candidates at the condition considered is shown in Figure
4. It can be noticed that six Ce-based MOFs (i.e., UiO-66(Ceg)-I, UiO-66(Ce,yZr4)-2,5-1, UiO-
66(CeyZry)-I, UiO-66(CeyZry)-2,5-Br, UiO-66(Ce,Tiy)-I, and UiO-66(Ce,Tiy)-2,5-Br)
generally have proper absolute HOCO and LUCO positions and were finally screened for potential
visible-response water splitting photocatalysts. Among the six potential photocatalytic MOFs, the
UiO-66(Ce;,Zr,)-2,5-1 and UiO-66(Ce,Tiy)-1 are most promising as they have a low E,p¢ of 2.48

and 2.55 eV, respectively, and thus have a great capability of light harvesting.
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Figure 4. Band alignment of UiO-66( Ceg)-1, UiO-66(CeyZry)-L with L = 2,5-1, I, OH, and 2,5-Br,
and UiO-66(Ce, Tiy)-L with L =1, 2,5-NO,, OH, and 2,5-Br. For each case, the HOCO and the

LUCO are on the functionalized linker and the Ce, respectively, and their vacuum aligned energies (white
numbers) are given. The energies corresponding to the redox potentials for water splitting (at pH = 7 and T
= 298.15 K) are represented by red and blue dashed lines.

Concluding Remarks

MOF photocatalysis is still at an early stage. Future directions in this research field include full
utilization of the (organic—inorganic) hybrid nature of MOFs to develop photocatalytic MOFs that
feature LMCT such that the lifetime of excited states can be prolonged in these MOFs.

In this respect, this chapter reviewed the (two) recent studies (46, 47) on Ce-based MOF
photocatalysts featuring LMCT. The main conclusions from these studies include:

(i) LMCT that can separate photo-induced charge carriers spatially and suppress their
recombination in the MOF is energetically favorable in Ce-based MOFs due to the low-
lying empty 4f states of Ce(IV).

(i) Linker functionalization and metal doping are two effective approaches to enhance the
light-harvest capability of a MOF photocatalyst and to engineer the electronic structure of
a MOF photocatalyst for a desired reaction (e.g., water splitting).

(iii) For Ce-based UiO-66 MOFs, we proposed that UiO-66(Ceg)-1, UiO-66(Ce,Zry)-2,5-1,
Ui0-66(CeyZry)-1, UiO-66(CeyZry)-2,5-Br, UiO-66(Ce;,Tiy)-1, and UiO-66(Ce,Tiy)-
2,5-Br are potential visible-response water splitting photocatalysts, with UiO-66(Ce,Zry)-
2,5-I and UiO-66(Ce, Tiy)-I being most promising.

Future experimental studies on Ce-MOFs are needed to substantiate the findings based on
theory. In addition, other linkers such as 4,4 -biphenyl-dicarboxylate (BPDC) in UiO-67 and
terphenyl dicarboxylate (TPDC) in UiO-68 could be considered for combination with the Ce-based
nodes (including the pure Ce node, the mixed Ce/Zr node, and the mixed Ce/Ti node) for future
studies.
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	Photoinduced Electron Transfer across the Graphene-TiO2 Interface
	Charge Dynamics in Pervoskite Hybrids
	Figure 14. Electron-hole recombination dynamics across the MAPbI3(100)/TiO2-anatase(001) interface with and without MAPbI3 doping. The circles are linear fits. The inset shows the pure-dephasing function of the donor–acceptor energy gap of each system, representing elastic electron–phonon scattering, fitted by Gaussian. (The red line in insert coincides with the green line.). Adapted from ACSNano 11, 11143 (2015). Copyright 2015 American Chemical Society.
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	Phonon-Mediated Ultrafast Hole Transfer from Photoexcited CdSe Quantum Dots to Black Dye
	1 Introduction
	Scheme 1. Molecular structure of the black dye [(H2-tctpy−)RuII(NCS)3]2− coordinated to cadmiums of the QD’s surface via the 4′-carboxylate group, and the scheme of electronic levels of the QD (red for conduction (CB) and black for valence (VB) bands) and the dye (blue) and phonon mediated processes following the photoexcitation of the QD (green arrow): fast hole transfer to the dye (red arrow) and slower hole cooling to edge of the QD’s valence band.

	2 Methodology and Computational Details
	2.1 Basics of Non-Adiabatic Dynamics: DFT-Based NAMD-FSSH
	2.2 Computational Details
	Figure 1. The computational unit cell (28.6Åx38.5Å x25.5Å) and the optimized structure of Cd33Se33 QD with the black dye attached by the carboxylate group in the bridging mode.

	2.3 Initial Conditions for Light Driven NAMD
	2.4 Model of QD/Dye Composite
	3 Results and Discussion
	3.1 Ground-State Electronic Structure and Optical Spectra
	Figure 2. Projected density of states (PDOS) of Cd33Se33/black-dye composite at 0 K. Calculations are done using (a) PBE0 functional and the local basis set of 6-31G*/LANL2DZ, as implemented in Gaussian software, (b) PBE0 and (c) PBE functionals within the plane wave basis set, as implemented in VASP software. The energy levels calculated by PBE are shifted by a constant (a scissor operator) to coincide with the energy gap obtained by PBE0. Four occupied and four unoccupied frontier orbitals calculated by PBE illustrate the localization of the charge density either on the QD (unoccupied) or the dye (occupied), depending on the orbital number (right panel).
	Figure 3. Time evolution of Kohn-Sham orbitals (a), the total density of states (b), and projected density of states onto the QD (c) and the dye (d), respectively, of Cd33Se33/black-dye composite governed by thermal fluctuations of nuclei during adiabatic dynamics. Zero energy corresponds to the Fermi energy after application of the scissor operator.
	Figure 4. (a) Absorption spectra of Cd33Se33/Black-dye composite calculated using single-particle approximation at 300 K (averaged over ensemble) and decomposed into four types of hole-electron transitions: QD-QD, dye-dye, QD-dye, and dye-QD. The energies of transitions are not corrected by the scissor operator; therefore, they are underestimated by ~1.2 eV. Insert shows contribution of the dye-dye and dye-QD transitions. (b) Absorption spectra calculated by linear-response TDDFT in benzonitrile. For both methods, the lower energy transitions mainly originate from the dye, followed by well separated and highly intense band originated from the QD.

	3.2 Phonon-Mediated Energy Relaxation and QD-to-Dye Hole Transfer
	Figure 5. Time evolution of the photoexcited wavepacket of the Cd33Se33 QD/black-dye (a) and its projection on QD’s (b) and dye’s (c) states, respectively. (d) Population of the initially excited hole state, five highest occupied state originated from the dye and the highest occupied state originate from the QD, as a function of time.
	Figure 6. Phonon modes coupled to the initial (insert) and a few final hole states, HOMO-4 and HOMO-5. HOMO-4 is coupled to vibrational modes mainly originated from the dye, such as N-C stretching mode in isothiocyanate ligands (~2100 cm-1). Contrary, dye’s vibrations have much smaller couplings to HOMO-5, which is predominantly coupled to acoustic and optical phonons of CdSe QD, similar as the initially excited state of the QD (inset).
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	Comprehensive Study of Multiple Exciton Generation in Chiral Carbon Nanotubes Using Many-Body Perturbation Theory Based on Density Functional Theory Simulations
	1 Introduction
	2 Theoretical Methods and Approximations
	2.1 Electron Hamiltonian in the KS Basis and Approximations
	2.2 Boltzmann Transport Equation from Kadanoff-Baym-Keldysh Formalism
	2.3 Electron-Phonon Interaction
	Figure 1. Typical Feynman diagrams for the Σ+− describing exciton-phonon coupling. Shown in (a) and (b) are the one- and two-phonon processes, respectively. Thin solid lines stand for the KS state propagators, thick solid lines depict excitons, dashed lines – phonons. The -+ contributions obtain when + and - are interchanged.

	2.4 Multiple Exciton Generation Terms
	Figure 2. Exciton self-energy Feynman diagrams relevant for the exciton→bi-exciton and bi- exciton→exciton processes. Thin solid lines stand for the KS state propagators, thick solid lines depict excitons, zigzag lined – screened Coulomb potential. The diagrams on the left and the right correspond to the exchange and direct channels, respectively. Not shown for brevity are the similar diagrams with all the Fermion arrows reversed and with + and - interchanged.

	2.5 Exciton Transfer Contribution to BE
	Figure 3. Feynman diagram for the Coulomb-driven exciton transfer process. Thick lines are the exciton propagators; α, β are the exciton state labels. Thin solid lines with arrows are the KS fermion propagators. Zigzag line stands for the Coulomb interaction. The -+ contribution obtains when + and - are interchanged.

	3 Computational Details
	Figure 4. Atomistic models of chiral SWCNTs. Shown in a) is SWCNT (6,2). Three unit cells have been included in the simulations. In b) is SWCNT (6,5). Only one unit cell is included due to computational cost restrictions.
	Figure 5. Atomistic model of two unit cells of (6,2) CNT doped with two Cl atoms (p-type doping) adjacent to a hydrogen-passivated 1 nm Si QD doped with two P atoms (Si36P2H42)), which is n-type doping. Also shown are the electron densities of the LU and HO KS states localized on the QD and CNT, respectively, which are the dominant states in the CT exciton state.

	4 Results and Discussion
	4.1 CNTs (6,2) and (6,5)
	Figure 6. Phonon DOSs for the two CNTs are shown in a). Shown in b) are the occupation numbers of the exciton states corresponding to the E22 peak energy in CNT (6,5). In c) and d) are the few low-energy exciton occupancies after excitation at the E22 peak energy in (6,5) and (6,2), respectively.
	Figure 7. Exciton and bi-exciton densities of states (DOSs) for the CNT (6,2) (Eg = 0.98 eV ) and CNT (6,5) (Eg = 1.09 eV ) are shown in a) and b), respectively. Exciton DOSs are the blue lines, bi-exciton DOSs are in red. Shown in c) and d) are the exciton-to-biexciton, bi-exciton-to-exciton rates R1→2, R2→1 in CNT (6,2) and (6,5), respectively. Note that recombination rate magnitude – the dashed curves in c) and d) – has been multiplied by 100.
	Figure 8. The QEs for the CNT (6,2) and (6,5) vs. E/Eg , where Eg = 0.98 eV for (6,2) and for (6,5) Eg = 1.09 eV. Vertical dash indicates threshold.

	4.2 Doped QD-CNT System
	Figure 9. Low-energy absorption spectrum of the doped QD-CNT system shown in Figure 4 is the solid (red) line. Dashed (blue) line shows exciton density of states (DOS). Marked with a black arrow is the CT state energy. In the interface, n-doped Si QD and p-doped CNT play the roles of electron donor and acceptor, respectively. In the ground state negative charge is transferred from the donor to acceptor. However, in the CT excited states this electron transfer is reversed.
	Figure 10. a) Typical low-energy exciton occupation numbers; b) CT exciton occupation with phonon terms only (thin dashed red line), with phonons and exciton transfer terms (thick dashed green line) and with phonon, exciton transfer and MEG terms included (solid blue line); c) QE in the doped QD-CNT system as a function of excitation energy.
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	Functionalized Carbon Nanotube Excited States and Optical Properties
	Introduction
	SWCNT Properties
	Construction: Rolling a Graphene Sheet into a Cylinder
	Figure 1. Structure of a graphene sheet from which SWCNTs are constructed, the vectors defining how the sheet is rolled, and the resulting (6,2) SWCNT. The relevant chiral vectors that dictate the final SWCNT structure are shown in red, and the fundamental vectors that define any tube geometry are in blue.

	Electronic Structure Dictated by 1-D Confinement
	Figure 2. Density of States (DOS) and electronic transitions for a metallic ( |n-m| = 3q ) and semiconducting ( |n-m| ≠ 3q where q is an integer ) SWCNT system arising from pseudo one-dimensional electron confinement in the system.

	Diverse Chirality-Dependent Optical Properties
	Practical Limitations of SWCNTs
	Effect of Covalent Modifications
	Calculating SWCNT Excited States
	Methods for Computing SWCNT Excited States
	Finite-Length SWCNT Models
	Types of Dangling Bonds in SWCNTs
	Figure 3. Positions of the dangling bonds on a SWCNT. Positions labeled by R1 and R2 are representative of those that are functionalized with metyhylene groups. All other dangling bonds are passivated with hydrogen atoms. Bonds highlighted in the same color represent the same symmetry position at the tube. Figure reprinted with permission from Ref. 94. © American Chemical Society 2017.

	Number of Capping Groups
	Figure 4. Molecular orbital diagrams and ground state molecular orbitals for two units of (10,5) SWCNT functionalized by different numbers of methylene groups on the caps. All other dangling bonds are passivated with a hydrogen atom. Figure reprinted from Ref. 94 with permission. American Chemical Society 2017.

	Proper Capping Positions and Groups
	Diverse Optical Properties of Functionalized SWCNTs
	Which Species To Model? Synthetic Considerations
	Figure 5. Plausible reaction mechanism between a SWCNT and electrophilic species generating reactive carbocations. Figure reprinted from Ref. 100 with permission. © American Chemical Society 2018.

	Non-equivalent Bonds in Chiral SWCNTs
	Figure 6. Possible orientations of functional groups with respect to the (6,5) SWCNT axis. (a) Ortho denotes functionalization on adjacent carbon atoms, while para refers to functionalization in the (1,4) positions on the same hexagonal ring. L30, L90, and L-30 refers to bonds that lie along a vector 27°, 87°, and -33° from the SWCNT axis, respectively, and (b) Sample representations of a SWCNT functionalized with an aryl bromide group and a hydrogen along the ortho L30 bond. Figure reprinted from Ref. 72 with permission. American Chemical Society 2018.
	Figure 7. Visualization of the HOMO for a (6,5) SWCNT functionalized with an aryl group and a hydrogen. Defect geometries are formed by functionalizing the bond lying 27° (L30), 87° (L90), and -33°(L-30) from the SWCNT axis. Ar↑ notation indicates that the aryl group was placed on the top of the hexagonal ring with the angle notation defined left to right. Figure reprinted with permission from Ref. 100. © American Chemical Society 2018.

	Electronic Structure Dependence on Defect Geometry
	Figure 8. (a) Molecular orbital diagrams for 12 defect geometries. Panel (b) presents electronic levels at the reduced energy region with only several frontier molecular orbitals. Due to functionalization, the sp3-defect at the tube surface breaks the degeneracy of frontier orbitals of the nanotubes resulting in destabilization of the degenerate HOMOs and stabilization of the degenerate LUMOs. As a result, the energy gap of functionalized SWCNTs is smaller than in pristine (6,5) nanotube. Figure reprinted with permission from Ref. 100. © American Chemical Society 2018.

	Optical Properties Dependence on Defect Geometry
	Figure 9. Calculated absorption spectra of the pristine (6,5) SWCNT (a), and its functionalized counterpart in ortho L30 (b), ortho L90 (c), ortho L-30 (d), para L30 (e), para L90 (f), and para L-30 (g). The vertical black lines correspond to the optical transitions with the height related to their oscillator strength (values are shown at the right Y-axis). The dashed line indicates the reference point for the energy of the E11 transition in the pristine SWCNT. The numbers above the transitions indicate the number of that transition. Figure reprinted with permission from Ref. 100. © American Chemical Society 2018.
	Figure 10. Transitions of functionliazed (6,5) SWCNTs with (a) ortho L30, (b) ortho L90, (c) ortho L-30, (d) para L30, (e) para L30, and (f) para L-30 defect geometries. The black curves are calculated absorption spectra in vacuum. Vertical lines with symbols of black, red, green, and blue colors represent the lower energy optically active transitions in the E11* band of functionalized SWCNTs in vacuum, heptane, acetonitrile, and water, respectively. The height of the vertical lines corresponds to the values of the oscillator strength of these transitions, shown at the right Y-axis. Triangles depict the lowest energy transitions contributing to the absorption (calculated at the ground state, GS, geometry) and squares the emission (calculated at the optimized excited state, ES, geometry). Figure reprinted with permission from Ref. 100. © American Chemical Society 2018.

	Diversity in Defect Geometry Realized by Experiment
	Figure 11. (a) Corrected calculated emission energies for aryl-functionalized (6,5) SWCNTs with different defect geometries. The transitions coorespond to the defect geometries defined in Figure 12 (b) Ensamble-level photolumumensecence spectrum for (6,5) SWCNTs. Figure reprinted with permission from Ref. 101. © Nature Publishing Group 2018.

	Correction for Computational Errors in Emission Energies
	Figure 12. Illustration of the six different available defect geometries for chiral and zigzag SWCNTs. Each of the six configurations is chemically distinct for all non-zigzag structures and are notated by the +, ++ and − labels (square, triangle and circle symbols, respectively). For the (11,0) zigzag structure, the ortho (++,−) configurations are identical by symmetry, as are the para (++,−) configurations. The dashed lines represent the angle between the two functionalized atoms. Reprinted with permission from Ref. 101. © Nature Publishing Group 2018.

	Influence of Chirality on SWCNT Emission Features
	Figure 13. (a) Computed transition energies for each of six defect geometries in SWCNTs of different chirality, and (b) the experimental photoluminescence spectra for aryl-functionalized SWCNTs of different chiralities. Figure reprinted with permission from Ref. 101. © Nature Publishing Group 2018.
	Figure 14. π-orbital mismatch for each unique type of bond for both (a) chiral (6,5) SWCNTs and zigzag (11,0) SWCNTs. Because the bonds in these classes of systems form different angles with respect to the SWCNT axis, their oribal mismatch also is distinct. This leads to changes in reactivity of the different types of bonds. Figure reprinted with permission from Ref. 101. © Nature Publishing Group 2018.
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	Understanding the Electrochemical Reduction of Carbon Dioxide at Copper Surfaces
	Introduction
	Product Distribution on Cu Surfaces in CO2 Reduction
	Figure 1. The current/faradaic efficiency of different products detected on (a) polycrystalline Cu electrode and (b) Cu2O-derived Cu electrode at different potentials. (a) is reprinted with permission from ref 17 and (b) is reprinted with permission from ref 18. Copyright @ 2012 Royal Society of Chemistry and 2017 American Chemical Society.

	Early Bifurcation between the Formation of CO and HCOO-
	Figure 2. (a) Volcano plot showing the partial current density for CO formation as a function of *COOH binding energy; (b) volcano plot showing the partial current density for HCOO- formation as a function of *OCHO binding energy; (c) operando Raman spectroscopy on active-CuxS and (d) desulfurized-CuxS catalysts at different potentials in CO2-saturated 0.1 M KHCO3 electrolyte. (a) and (b) are reprinted with permission from ref 29; (c) and (d) are reprinted with permission from ref 30. Copyright @ 2017 American Chemical Society and 2018 American Chemical Society.
	Figure 3. (a) Faradaic efficiency for the formation of different product during CO2 electro-reduction on polycrystalline Cu in 0.1 M KOH; (b) operando infrared spectra recorded after stepping the Cu thin film electrode to -0.6 V vs. RHE in CO2 pre-purged 0.1 M KHCO3; (c) operando Raman spectroscopy of an oxide-derived Cu catalyst at -1.0 V vs. RHE in 0.1 M KHCO3, the right panel shows simultaneously obtained chronoamperogram. (a) is reprinted with permission from ref 34.Copyright @ 2018 American Chemical Society. (b) is reprinted with permission from ref 36. Copyright @ 2018 American Chemical Society. (c) is reprinted from ref 27. Copyright (2018) under the Creative Commons Attribution 4.0.

	Reaction Pathways toward the Formation of Hydrocarbons and Alcohols
	Pathway to the Formation of C2H4
	Figure 4. (a) The formation of C2H4 and CH4 on Cu (100) in different electrolytes and (b) operando IR spectroscopic evidence of adsorbed protonated CO dimer.(a) is reprinted with permission from ref 39 and (b) is reprinted with permission from ref 41. Copyright @ 2012 American Chemical Society and 2017 Wiley-VCH Verlag GmbH & Co, KGaA, Weinheim.

	Pathway to the Formation of C2H5OH
	Figure 5. (a) Faradaic efficiency of ethanol and ethanol/ethylene ratio in CuxZn catalysts as a function of Zn amount; (b) faradaic efficiency of ethanol and surface Ag amount in different CuAg catalysts; (c) a proposed ‘insertion’ mechanism for the formation of ethanol. (a) and (c) are reprinted with permission from ref 35 and (b) is reprinted with permission from ref 44. Copyright @ 2016 American Chemical Society and 2017 American Chemical Society.

	Pathway to the Formation of n-C3H7OH
	Pathway to the Formation of CH4
	Overpotential-Dependent Selectivity
	Effects of Applied Potential on the Selectivity of Cu
	Figure 6. (a) Faradaic efficiency of ethylene, methane and formate on different copper single crystals at different potentials; (b) the selectivities of 20 different Cu catalysts reported by 11 different research groups at different applied potentials. Reprinted from ref 27. Copyright (2018) under the Creative Commons Attribution 4.0.

	Proposed Mechanism of CO2 Reduction to Different Products
	Figure 7. Proposed mechanism for the formation of HCOO-, CO, CH4, C2H4 and C2H5OH. Reprinted from ref 27. Copyright (2018) under the Creative Commons Attribution 4.0.
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	Effect of Competitive Adsorption at the Interface between Aqueous Electrolyte and Solid Electrode
	1 Introduction
	2 Studying Water−Solid Interfaces and Competitive Adsorption
	3 Competitive Adsorption at Water−Oxide Interfaces
	Figure 1. D2O TPD spectra (m/e = 20) from varying precoverages of D2O on a TiO2(110) surface. The lower portion is for sub-monolayer precoverages of D2O, whereas the upper portion is for precoverages above 1 monolayer. Adapted with permission from ref. 24. Copyright (2003) American Chemical Society.
	Figure 2. (a) Snapshot of the H2O(l)/TiO2(110) interface at 350 K. Water molecules adsorbed on 5-fold coordinated Ti sites have increased radii. (b) Water density as a function of height above the 5-fold coordinated Ti atoms in the surface. The density from two separate AIMD runs are shown. Adapted with permission from ref. 26. Copyright (2015) American Chemical Society.
	Figure 3. HCl adsorption at (a) the TiO2(110) surface under UHV conditions and at (b) the H2O(l)/TiO2(110) interface. Catechol adsorption at (c) the TiO2(110) surface under UHV conditions and at (d) the H2O(l) / TiO2(110) interface. The destabilization of the adsorption energies between (a) and (b) and between (c) and (d) is due to competitive adsorption, where adsorption of HCl requires displacement of one H2O molecule and adsorption of catechol requires the displacement of two H2O molecules from the H2O(l)/TiO2(110) interface. Adapted with permission from ref. 26. Copyright (2015) American Chemical Society.
	Scheme 1. (a) Illustration of the HCl adsorption reaction at the H2O(l)/TiO2 interface. The reaction is modeled with AIMD and has an adsorption energy of ΔE = -0.6 eV. (b) Illustration of H2O desorption under UHV conditions, H2O(g) condensation (the condensation energy is known from experiments), and HCl adsorption under UHV conditions. The three reactions of (b) constitute a good approximation for the full reaction of (a), i.e. ΔE ≈ ΔE1 + ΔE2 + ΔE3.

	4 Competitive Adsorption at Water−Metal Interfaces
	Figure 4. (a) Snapshot of the H2O(l)/Pt(111) interface. The two water molecules adsorbed on the surface at this particular time in the AIMD simulation are highlighted with increased radii. (b) Average atomic density as a function of height above the Pt(111) surface. Dashed lines show the O and H atomic densities in bulk liquid water. Reproduced with permission from ref. 34. Copyright (2018) The Royal Society of Chemistry.
	Figure 5. Side view (snapshot) of the H2O(l)/Pt(111) interface and average atomic density as a function of height above the Pt(111) surface for (a) one H*, (b) four H*, and (c) 5H* + H+(aq) + e-. Surface bound species are depicted with increased radii, and H* and H+ are colored yellow. Reproduced with permission from ref. 34. Copyright (2018) The Royal Society of Chemistry.
	Figure 6. (a) The adsorption enthalpy (ΔEwater layer) of a water layer (four water molecules) in two different orientations as a function of the applied field (lower x-axis) and estimated electrostatic potential (upper x-axis). Red is the water with hydrogen pointing up away from the metal surface and black is the water with hydrogen pointing toward the surface. Reproduced with permission from ref. 15. Copyright (2006) American Chemical Society. (b) Coverage (θ) vs. potential (E) plot for n-butanol adsorption on platinum electrodes as measured with radiotracer (RT) and FTIR spectroscopy. Reproduced with permission from ref. 18. Copyright (1992) Elsevier.
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	Atomistic Simulations of Plasmon Mediated Photochemistry
	Introduction
	Figure 1. a) Excitation of LSP. b) Hot electron-hole pairs generation from the decay processes of the LSP. c) hot-carriers relaxation via electron-electron and electron-phonon scattering. d) Heat dissipation to the environment via thermal conduction. e-f) Excitation mechanisms of molecules adsorbed on the metal surfaces: e) direct charge transfer (black arrow), f) direct intramolecular excitation enhanced by local field of LSP (red arrow) and indirect charge transfer (blue arrow).

	Atomistic Study of Plasmonic Hot-Carrier Mediated Photochemical Reactions
	Computational Approach
	Figure 2. H2 dissociation rate (defined as the inverse of time required for splitting the H-H bond when its length reaches 2.0 Å) as a function of laser intensity. According to the plot, a critical laser intensity is required to observe H2 dissociation. The rate is defined as vanishing if dissociation is not observed within 100 fs. Besides, the rate is linearly dependent on the laser intensity when it is larger than 4 mW/Å2. The blue line is a linear-fit of rate for laser intensity larger than 4 mW/Å2.

	Plasmonic Hot-Carrier-Induced H2 Dissociation on the NP Surface
	Figure 3. (a) Schematic diagram of H2 molecule adsorbed on the NP surface. The electric field is in x direction. (b) Bonding and (c) antibonding (AB) wave functions of H2 in the x–z plane. Panel c indicates that (1) the AB state is 1.48 eV above the Fermi energy, which offers the possibility of transferring the hot-electron generated in the metallic NPs to the AB state; and (2) the AB WF is hybridized with the NP, which can facilitate the hot-electron transfer. The red circle indicates the surface of the NP. (d) LDOS of H2 adsorbed on NP surface. The dashed line indicates the Fermi energy (shifted to 0) of the NP + H2 system with equilibrium H–H bond length. The evolution of peaks in LDOS for different H–H bond lengths roughly reflects the PES of the H2molecule. (e) Absorption spectrum of NP and NP-H2.
	Figure 4. (a) Real-time dynamics of H2 bond length with and without NP. For the case of H2 alone, the excitation frequency is 2.53 eV. By coupling to the NP, plasmonic hot-carrier mediated induced chemical reaction is observed. (b) Time evolution of charge around H2 after photoexcitation with different frequencies.
	Figure 5. Induced charge (in unit of 10−4 e) distribution for (a) single NP and (c) NP dimer (d = 1.59 Å); Profile of field-enhancement for (b) single NP and (d) NP dimer. The single NP enhances the field at both ends of the NP in the direction of the external field. The NP dimer can generate hot-spots in the gap, and the field enhancement in the dimer gap is also found to be larger than that near the surface of the single NP (except for 2.93 eV).

	Tunable H2 Dissociation in the Plasmonic Dimer
	Figure 6. Bond dynamics of H2 in plasmonic dimer with different distance. H2 dissociation in a dimer of a pair of 1.9 nm NPs with different distances (for D = 1.59 Å): monomer (black), d = 1.59 Å (green), d = 3.70 Å (cyan), d = 5.82 Å (blue), d = 7.94 Å (brown), d = 10.05 Å (purple), d = 12.17 Å (red), and D = d = 5.82 Å (gray). Photochemical reaction for d = 1.59 Å is significantly suppressed. Tuning the distance d can affect the dynamics of H2 in the plasmonic dimer.
	Figure 7. Charge of H2 on the surface of single NP (black) and in plasmonic dimer with different d: d = 1.59 Å (blue) and d = 12.17 Å (red). In general, the larger distance increases the charge accumulation on the H2 molecule. For d = 1.59 Å, the hot electrons transferred from the left NP quickly transfer to the right NP, which reduces the net charge accumulation on H2. Thus, the photochemical reaction is getting suppressed.
	Figure 8. (a-d) Time evolution of charges on NPs for d = 0 (blue for the left NP, green for the right NP) and d = 12.17 Å (red for the left NP, black for the right NP). The charges for the d = 12.17 Å are shifted by 4 e for clarity. The evolution of charges on the two NPs indicates there is significant charge transfer for the case of d = 1.59 Å .
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	Modeling of Photooxidative Degradation of Aromatics in Water Matrix: A Quantitative Structure−Property Relationship Approach
	1 Introduction
	2 Experimental Datasets of Chemicals
	3 Computational Methods
	Figure 1. Simplified degradation pathway of studied aromatics by UV/H2O2 process. Reproduced with permission from reference 39. Copyright 2019 Elsevier.

	4 Discussion
	4.1 Determination of the Second Order Reaction Rate Constants
	Figure 2. Photooxidative degradation of DCF in water: A) removal rates by UV-C/H2O2 process, B) removal rates by UV-C/S2O8, 2− process, C) the observed first-order rate constants for both photooxidative processes, and D) determination of the second-order rate constants using p-CBA as a reference compound. Reproduced with permission from reference 48. Copyright 2019 Elsevier.

	4.2 Structural Features Influencing the Second Order Reaction Rate Constants
	Figure 3. Observed vs. predicted values for log() and log() for the entire set of compounds 32 calculated by 3-variable models 5 and 6 ((A) and (B), respectively). Reproduced with permission from reference 48. Copyright 2019 Elsevier.

	4.3 QSPR modeling for the prediction of SUVA254 parameters
	Figure 4. Plots of observed and predicted values for SUVA254 parameter for the entire set calculated by corresponding 3- (Eqn. 5) and 4-variable (Eqns. 6, 7) models [initial compounds (t0) (A), and their degradation by-products (t1/2 and t3/4) (C and E, respectively)], and the determination of Applicability Domain of selected 3- and 4-variable models through Williams plot [initial compounds (t0) (B), and their degradation by-products (t1/2 and t3/4) (D and F, respectively)]. Reproduced with permission from reference 49. Copyright 2019 Elsevier.

	4.4 QSPR modeling for prediction of SUVA280 parameters.
	4.5 Modeling of structure-dependent parameters introduced in mechanistic model (MM) using QSPR
	Figure 5. Plots of observed and predicted z (A), u (C) and w (E) structure-dependent parameters for the entire set (29 compounds) calculated by corresponding 4-variable models, and Williams plots for 4 variable models predicting z (B), u (D) and w (F) structure-dependent parameters. Reproduced with permission from reference 39. Copyright 2019 Elsevier.

	4.6 Prediction of rate constants for radical degradation of aromatic pollutants in water matrix
	Figure 6. A plot of observed and predicted log(k) values for the dataset. (A) Training set, 4-variable model 14 and (B) test set, 4-variable model 14, (outliers are marked with triangles). Reproduced with permission from reference 38. Copyright 2019 Elsevier.
	Figure 7. A histogram plot of substituents influence on degradation rate for some representative benzene derivatives, [‘‘←” is the +inductive effect of substituent (electrondonating groups), ‘‘→” is -inductive effect of substituent (electron-acceptor groups)]. Reproduced with permission from reference 38. Copyright 2019 Elsevier.
	Figure 8. Workflow of applied combined computational and experimental methodology utilized in studies discussed in this review.
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	Physical Properties of Conjugated Nanopore Materials
	I Introduction
	Figure 1. 2D structures of (a) g-C2N with three nitrogenated benzene rings on a side of the unit cell and (b) X-aza-CMP (X = H) with five nitrogenated benzene rings on a side of the unit cell.
	Figure 2. (a) Methanoic and (b) ethanoic acids.
	Figure 3. Two layers are connected by the methanoic acid group with the hydrogen bond formation.
	Figure 4. Left figure depicts a methane molecule, CH4. The right figure shows a general molecule with the different substitution groups. In particular, R=H, CH3, and C2H5.
	Figure 5. Fe-Porphyrin subunit of heme B.
	Figure 6. The three large yellow spheres denote iron atoms in the unit cell while the four blue spheres bonded to each iron atoms denote nitrogen atoms. The structure with one iron and four nitrogen atoms resembles the ferro-porphyrin molecule shown in Figure 5.

	II Computation Details
	III Results and Discussion
	(a) Electronic and Optical Properties
	Figure 7. Electronic band structure for a g-C2N material. The dominant atomic orbitals contributions are shown for the CBM, VBM, and some other valence bands.
	Figure 8. Electronic band structure for (a) F-aza-CMP and (b) Cl-aza-CMP. The dominant atomic orbitals contributions are shown for the CBM, VBM, and some other valence bands.
	Figure 9. Electronic band structure for I-aza-CMP (a) without and (b) with the spin-orbit coupling. The dominant orbital contributions to the bands are shown by the arrows for the CBM, VBM, and some other bands. The insections demonstrate that the SOC removes the degeneracy in the valence band but the splitting is very small to be 50 meV.
	Figure 10. Band structures for (a) 2D aza-CMP, (b) 3D aza-CMP with a methanoic acid connecting groups, and (c) 3D aza-CMP with an ethanoic acid connecting groups.

	(b) Density of States
	Figure 11. Partial density of states for g-C2N, aza-CMP, and X-aza-CMP with different halogen substituents. The dotted lines define the band edges. For each material the contribution from the substituent (X = H, F, Cl, I) is shown in the red color. The mutual contribution from the C and N atoms in the ring presented in the insertion, is shown in other colors.
	Figure 12. Absorption spectra for g-C2N calculated in the sTDA and IPA, and X-aza-CMP ( calculated in the sTDA) for X=H, F, Cl, and I substituents. The dotted lines correspond to the position of the first absorption peaks.
	Figure 13. Effective masses calculated at the Γ-point for g-C2N, aza-CMP (the two different masses correspond to the doubly degenerate HOMO valence band), and X-aza-CMP.
	Figure 14. Density of states for iron porphyrin aza-CMP.

	(c) Molecular Transport in 3D Tubes
	Figure 15. Schematic picture of molecular tunneling along the tube. The three images in the lower half depict the tunneling of a molecule through one layer of the 3D stacked aza-CMP. Red ions are the connecting group atoms, grey ions are the aza-CMP atoms, and green ions are the tunneling molecules.

	(d) 2D Ferromagnetism
	IV Conclusions
	References
	14


	Photo-induced Charge Separation and Photoredox Catalysis in Cerium-Based Metal–Organic Frameworks
	Introduction
	Figure 1. Schematic view of pristine UiO-66. The primitive cell is indicated by a blue background. The six metal atoms are labeled with numbers and are identical for single-metal UiO-66 MOFs. Metal, H, C, and O atoms are in yellow, light pink, brown, and red, respectively. This color scheme is used throughout this chapter.

	Computational Details
	Periodic Calculations
	Figure 2. BDC, BDC-X, and BDC-2,5-X linkers. The functionalized BDC linkers are discussed in the Linker Functionalization subsection in the Electronic Structure section.

	Cluster Calculations
	Band Alignment
	Electronic Structure
	Scheme 1. Two possible cases of LMCT processes in MOFs with photo-excited linker (note that MOF linkers are capable of harvesting light). HOLO, LULO, and LUNO represent highest occupied linker orbital, lowest unoccupied linker orbital, and lowest unoccupied node orbital, respectively.

	Pristine UiO-66(M6)
	Figure 3. Total (black) and projected (red and blue) density of states of the pristine UiO-66(M6) with M = Zr, Ti, or Ce. The unoccupied Zr 4d orbitals, Ti 3d orbitals, and Ce 4f orbitals are highlighted with a yellow background. The Eabs and ELMCT for each case are labeled. EHOCO is the energy of the HOCO (i.e., HOLO for these three cases).

	Linker Functionalization
	Metal Doping
	Photoredox Possibilities
	Figure 4. Band alignment of UiO-66(Ce6)-I, UiO-66(Ce2Zr4)-L with L = 2,5-I, I, OH, and 2,5-Br, and UiO-66(Ce2Ti4)-L with L = I, 2,5-NO2, OH, and 2,5-Br. For each case, the HOCO and the LUCO are on the functionalized linker and the Ce, respectively, and their vacuum aligned energies (white numbers) are given. The energies corresponding to the redox potentials for water splitting (at pH = 7 and T = 298.15 K) are represented by red and blue dashed lines.

	Concluding Remarks
	Acknowledgments
	References
	15


	Excited State Electronic Structure of Single-Site Vanadium Oxide Photocatalysts Supported on Mesoporous Silica
	Introduction
	Method
	Figure 1. VO4/MCM-41 molecular structure showing region treated with density functional theory (ball and stick) and molecular mechanics (wireframe). Atom colors: vanadium (gray), silicon (yellow), hydrogen (white), oxygen (red) atoms shown. Panel A shows the density functional theory region embedded within the molecular mechanics region. Panel B shows the density functional theory region with hydrogen atoms satisfying valencies resulting from truncation in the ONIOM model.

	Results and Discussion
	Nuclear Structure of VO4/MCM-41 Photoactive Site
	Figure 2. Kohn-Sham orbital isosurfaces plotted at 0.02 a.u. involved in the electronic transitions from the ground state to the first six excited states in VO4/MCM-41 cluster as computed with TD-DFT. Orbitals above the dashed line are occupied in the ground state, while orbitals below the dashed line are virtual in the ground state. See table 2 and text for details on orbital contributions to individual transitions.

	Electronic Structure Description of VO4/MCM-41 Photoexcitations
	Figure 3. Largest amplitude natural transition orbital isosurface plots (0.02 a.u.) of the electronic transitions from the ground state to the first six excited states in VO4/MCM-41 cluster as computed with TD-DFT. Natural transition orbital amplitude value shown for each transition.

	Electronic Relaxation Pathways upon Photoexcitation
	Figure 4. Isosurface of the density difference at ±0.0004 a.u. between the ground state and the first six excited states of VO4/MCM-41 cluster as computed with TD-DFT. Ciofini’s DCT charge transfer diagnostic for each transition is shown in parentheses.
	Figure 5. Relaxed scan along terminal oxygen-vanadium bond stretch coordinate on S0 showing with excited states determined at each geometry using time-dependent density functional theory. Black circles show singlet electronic states and grey triangles show triplet electronic states.

	Comparison of experimental and computational findings
	Conclusion
	Acknowledgments
	References

	Editors’ Biographies
	Dmitri Kilin
	Svetlana Kilina
	Yulun Han

	Indexes
	Author Index
	Subject Index
	C
	E
	F
	I
	N
	P
	Q
	S
	T




