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Reduced and quenched polarizabilities of interior atoms
in molecules†

Aleksandr V. Marenich, Christopher J. Cramer* and Donald G. Truhlar*

Polarizability is a key molecular property controlling induction and dispersion forces in molecules, and

atomic polarizabilities in molecules are widely used elements both in qualitative schemes for

understanding molecular interactions and in quantitative methods for modeling them. Unfortunately,

experimental probes of local polarizability are not readily available. Here we predict the polarizability of

individual atoms and functional groups in a variety of systems, and we draw both general and specific

conclusions with broad consequences. We find that the polarizability of the same functional group (e.g.,

the carbonyl group) can differ substantially, depending on the position of this group in a molecule (e.g.,

in a protein). More specifically, we find that the polarizability of buried atoms and groups is screened

and thereby diminished; thus the outermost atoms and functional groups (for example, those lying

closer to the molecular van der Waals surface) are more polarizable than buried ones, even when acted

on by the same electric field. These findings mitigate against attributing isolated system behavior to

molecular fragments since their polarizability depends on their environment, and the methods used

here provide a way to probe molecular polarizability with a finer grain than has previously been possible.
1 Introduction

Polarizability plays a major role in both qualitative and quan-
titative considerations of reaction paths and molecular inter-
actions. In the qualitative case, we note the role of polarizability
in discussions of the soness and hardness of bases and acids,
of frontier orbitals, and of perturbational molecular orbital
analysis. In the quantitative case, we note that induction ener-
gies are directly proportional to polarizabilities, and polariz-
abilities play prominent roles in modeling dispersion
interactions, substituent effects, and local solvation effects. As
the progress of chemistry in many areas is closely tied to
understanding and designing larger and more complex
systems, it becomes more important to understand polariz-
ability on a local basis. For example, the polarizability of that
portion of a molecule or polymer that is close to a supramo-
lecular interaction, an electronic excitation, or a charge transfer
event is more relevant than the polarizability of the molecule or
polymer as a whole. However, while molecular polarizabilities
of many isolated atoms and molecules have been measured,
practical experimental techniques are not available for
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determining local polarizabilities of atoms or groups within
molecules or polymers.

In the present article, we use density functional theory1 to
determine local polarizabilities in a variety of systems,
including organic molecules, metal nanoparticles, and a poly-
peptide, and we draw general conclusions about the nature of
local polarizability.
2 Theory

The concept of partitioning the electric polarizability of a
molecule into atomic and interatomic contributions has been
widely explored in the literature,2–19 in particular with respect to
the development of force eld potentials and algorithms for
computer-aided simulations.20 The methods previously used for
calculating distributed dipole and multipole polarizabilities
include a partitioning of electronic properties over atomic
centers using Bader's atoms-in-molecules topological theory21

(as implemented, for instance, in ref. 4 and 7), Hirshfeld pop-
ulation analysis22,23 (see ref. 16–18 for applications), or other
partitioning techniques, for example, the site-specic partition
scheme of Jackson et al.12 using Voronoi polyhedra and the
LoProp approach10 utilizing Löwdin population analysis.24

Other methods involve a determination of distributed polariz-
abilities by tting them to reproduce the quantum-mechan-
ically calculated induction (polarization) energy of a molecule
polarized by a charge located at each point of a grid of charges
around the molecule5 and a computation of distributed polar-
izabilities by using a constrained density-tting algorithm.11
Chem. Sci., 2013, 4, 2349–2356 | 2349
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Table 1 Polarizabilities and distributed polarizabilities (in Å3) and partial charges
(in a.u.) in the X@C60 complexesa
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In the present study we analyze the polarizability in a variety
of molecular systems using a simple method (similar to the one
used earlier16) for partitioning the static dipole polarizability of
an arbitrary molecule into atomic contributions by means of
Hirshfeld population analysis22 (as implemented, e.g., in
popular soware packages25,26).

The gg component of the molecular static dipole polariz-
ability tensor is calculated as

agg ¼
�
vmg

vFg

�
0

¼ lim
Fg/0

mgðFgÞ � mgð0Þ
Fg

(1)

where mg is the component of the dipole moment along axis g,
with g ¼ x, y, or z, Fg is the magnitude of a static electric eld F
along the g axis, and “0” indicates F¼ 0. Averaging over axx, ayy,
and azz yields the spherically averaged molecular static dipole
polarizability.

The quantity agg can be partitioned over all atoms i in a
molecule as

agg ¼
X
i

aggi (2)

using the following relation:

aggi ¼ lim
Fg/0

mgiðFgÞ � mgið0Þ
Fg

(3)

where the quantities mgi(Fg) and mgi(0) are the distributed
contributions to the dipole moment, which are calculated by
Hirshfeld population analysis, which is summarized for the
convenience of the reader in Section 5 along with other
computational details. The proposed algorithm has been tested
against the topological partitioning of electronic properties
(TPEP) method4,7 based on Bader's atoms-in-molecules topo-
logical theory21 on selected molecules as shown below.

Averaging over axxi, ayyi, and azzi yields the spherically aver-
aged static polarizability of atom i. The diagonal elements agg of
the total molecular dipole polarizability tensor must all be
positive for a molecule in the ground electronic state because
the dipole must increase in the direction of the eld. However,
negative values may occur for distributed polarizabilities,8 even
aer spherical averaging, but the negative values are usually
small. In the rest of this article we will discuss mostly spheri-
cally averaged static dipole polarizabilities (either total or
distributed), and (as is conventional) we will simply call them
polarizabilities.
Molecule

Polarizability
Distributed
polarizability Partial charge

X@C60 X C60 X C60

He@C60 78.5 0.1 (0.2) 78.4 (78.4) 0.03 �0.03
Ar@C60 78.7 0.3 (1.6) 78.4 (78.4) 0.13 �0.13
Mg@C60 80.0 0.5 (9.6) 79.5 (78.4) 0.13 �0.13
CO@C60 78.7 0.3 (1.7) 78.4 (78.4) 0.12 �0.12
CH4@C60 78.7 0.4 (2.0) 78.4 (78.4) 0.01 �0.01
CF4@C60 78.7 0.3 (2.4) 78.4 (78.4) 0.33 �0.33

a Numbers in parentheses are the polarizabilities of free species X and
C60 calculated at the same level of theory as used for the X@C60 systems.
Calculations were performed using the M06-2X density functional and
basis sets described in Section 5.
3 Results and discussion

We rst consider endohedral fullerenes. Table 1 shows
distributed polarizabilities in the X@C60 molecules (where X is
He, Ar, Mg, CO, CH4, or CF4) and partial charges on X and C60

calculated using the CM5 charge model.27 These results
complement the results of previous calculations28,29 on endo-
hedral complexes of fullerenes that considered only noble gas
atoms. Table 1 shows that the polarizability of the molecule X
decreases substantially when X is incorporated inside the C60

cage. The effect of the cage is most profound in the case of Mg.
The atomic polarizability of Mg in Mg@C60 changes from 9.6 to
2350 | Chem. Sci., 2013, 4, 2349–2356
0.5 Å3, while the polarizability of the C60 moiety increases by
only 1.1 Å3 in comparison with the polarizability of the free C60

molecule. For nonmetallic guests, the distributed polarizability
of C60 in X@C60 remains almost the same as the polarizability of
the free C60 molecule.

The partial atomic charges in the last two columns of
Table 1 show that there is no correlation between the
magnitude of charge transfer from the enclosed atom to C60

and the magnitude of the polarizability change for the
enclosed atom or molecule. Thus, the change in polarizability
is not due to the reduction in polarizability expected for a
cation relative to its corresponding neutral, but rather is a
shielding effect. The small value for the polarizability of the
guest X in the X@C60 system can be understood by consid-
ering the C60 molecule as a Faraday cage through which only a
small portion of the external electric eld can penetrate to the
interior of C60,30 leaving the ligand X essentially unpolarized.
According to ref. 30, the applied eld polarizes the C60 cage,
thereby inducing a dipole whose eld in turn essentially
cancels out the applied eld inside the cage. Thus, the effect
of the polarizable host (in this case the fullerene cage) on the
guest (metal atom, rare gas atom, or organic molecule) is akin
to placing the guest in a high-dielectric material that screens
all electric interactions, not just the electrostatic ones but also
the induced ones.

We nd, however, that one does not require shielding by a
bulk solvent or even a nanoparticle like C60 to observe this
effect. This is illustrated by the sulfur uorides SF2 and SF6,
which are shown in Fig. 1. Table 2 shows that the polarizability
of the exposed sulfur atom in SF2 comprises 46% of the total
molecular polarizability, whereas the polarizability contribution
of the buried sulfur atom in SF6 drops below 1% and is indeed a
small negative number. Thus, the inuence of four additional F
atoms is effectively to extinguish the sulfur polarizability.

Next consider meta-nitroaniline (m-NA) and para-nitroani-
line (p-NA); molecular structures of these systems are shown in
Fig. 1. Table 3 presents distributed polarizabilities in the m-NA
and p-NA molecules as computed with Hirshfeld population
analysis in the present work (see Section 5 for computational
details) compared to the same quantities computed in
This journal is ª The Royal Society of Chemistry 2013
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Table 2 Distributed polarizabilities (in Å3) in selected moleculesa

Molecule Fragment Polarizabilityb

SF2 S 1.5
Total (3 atoms) 3.2

SF6 S �0.03
Total (7 atoms) 4.0

bt Central C6H6 8.0
Total (36 atoms) 27.6

C5H12 Central C 0.04
Total (17 atoms) 9.4

C12H14 20 interior atomsc 14
Total (26 atoms) 36

C96H26 102 atomsd 163
Total (122 atoms) 410

(CH3)2CO$12H2O (CH3)2CO 4.7 (5.9)
Total (46 atoms) 21.8

Li91
+ 35 atomse �5.1

Total (91 atoms) 904
1L2Y+ 152 atomsf 38

Total (304 atoms) 169

a Molecular structures are shown in Fig. 1–5. For each molecule the top
line shows the sum of the polarizabilities of one or more “interior”
atoms (as discussed in the text), and the second line gives the total
polarizability. Calculations on Li91

+ and 1L2Y+ were performed using
M06-L/6-31G(d) and HF/6-31G(d), respectively. Other calculations were
performed using the M06-2X density functional and basis sets
described in Section 5. b Number in parentheses is the polarizability
of a free acetone molecule calculated at the same level of theory as for
the cluster. c All atoms except the two terminal CH2 groups. d All
atoms except the ten CH groups selected in Fig. 4. e 35 atoms under
the surface of Li91

+. f 152 innermost atoms relative to the center of
nuclear charges in 1L2Y+.

Table 3 Distributed polarizabilities (in Å3) in m-NA and p-NA

m-NA p-NA

M06-2Xa HFb HFc M06-2Xa HFb HFc

–NH2 3.0 2.0 2.0 3.6 2.5 2.5
–C6H4 7.4 5.5 5.6 6.8 5.0 5.0
–NO2 3.6 2.5 2.5 4.1 2.8 2.9
Total 14.0 10.0 10.2 14.5 10.3 10.4

a Based on Hirshfeld population analysis at the M06-2X/MG3// M06-2X/
MG3S level of theory. b Based on Hirshfeld population analysis at the
HF/3-21G// M06-2X/MG3S level of theory. c See Table 2 in ref. 9; based
on TPEP and HF/3-21G.

Fig. 1 Molecular structures of meta-nitroaniline (m-NA), para-nitroaniline (p-
NA), sulfur fluorides (SF2 and SF6), benzene trimer (bt), neopentane (C5H12), and
dodecahexaene (C12H14).
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previous work9 using the TPEP method4,7 based on Bader's
atoms-in-molecules topological theory.21 The polarizability
distribution method used in the present work agrees well with
results obtained using a different approach at the same level of
electronic structure theory. Both methods show that in these
cases, where the functional groups are completely exposed in
both molecules, the group polarizabilities of the nitro and
amino groups are not extinguished and are similar in the two
molecules. Furthermore, the polarizability of the benzene ring
and its attached hydrogens is 6.8–7.4 Å3, which is smaller than
the polarizability of isolated benzene, which is 9.8 Å3 when
calculated by the same method; this shows the effect of partial
shielding by the two covalently bound ring substituents.

In contrast to the substituted but partially exposed benzene
ring of the previous example, it is instructive to consider a
stacked benzene trimer (shown in Fig. 1 where it is labeled bt),
This journal is ª The Royal Society of Chemistry 2013
where the rings are unsubstituted and affected only by non-
covalent interactions. The central benzene ring, which is
shielded on both at sides but not on the edges, has a polar-
izability of only 8.0 Å3, while the polarizabilities of the two
outermost monomers are each 9.8 Å3. Therefore, the effective
polarizability of the central benzene ring is �18% smaller than
the polarizability of an isolated benzene molecule. This effect is
not an artefact resulting from averaging axxi, ayyi, and azzi for
each atom i. One can arrive at the same conclusion about the
reduced polarizability of the central benzene ring in the trimer
by treating the benzene monomers as anisotropic point
dipoles in the electric eld applied parallel (k) and perpendic-
ular (t) to the stack axis z. In this case, we have ak ¼ azz ¼ 4.8
Chem. Sci., 2013, 4, 2349–2356 | 2351
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Fig. 3 Molecular structure of the acetone–water cluster (CH3)2CO$12H2O.
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and at ¼ axx ¼ ayy ¼ 9.5 Å3 for the central benzene ring in
(C6H6)3 in comparison with ak ¼ 6.2 and at ¼ 11.5 Å3 for an
isolated C6H6 molecule.

The two hydrocarbons, 2,2-dimethylpropane (i.e., neo-
pentane, C5H12) and 1,3,5,7,9,11-dodecahexaene (C12H14), both
shown in Fig. 1 with distributed polarizabilities in Table 2,
provide examples of shielding by covalently bound groups in
nonpolar molecules. The polarizability of the centrally situated
carbon atom in the neopentane molecule is nearly zero, and the
total polarizability of C5H12 is comprised almost entirely of the
polarizabilities of the terminal methyl groups. As in the case of
X@C60 and SF6, the outermost fragments in the neopentane
molecule (i.e., the four CH3 groups) behave as a dielectric,
thereby screening (reducing) the electrostatic interaction
between the central atom or fragment and an external electric
eld. The polarizability of the dodecahexaene molecule is also
distributed mainly to the outermost groups, in this case the two
terminal CH2 groups, which constitute less than a quarter of the
atoms but contribute 60% of the total polarizability. Even more
dramatic is the graphene-like hydrocarbon with molecular
formula C96H26 as shown in Fig. 2. Table 2 shows that ten CH
groups at two of the edges (highlighted in Fig. 2), although they
constitute less than a sixth of the atoms, account for 60% of
the polarizability.

An acetone–water cluster with twelve water molecules
(CH3)2CO$12H2O is shown in Fig. 3. The polarizability of the
acetone molecule (4.7 Å3) inside this cluster drops by 20% in
comparison with the total polarizability of the isolated
(CH3)2CO molecule (5.9 Å3). The polarizability of the carbonyl
group in the acetone solvated with twelve water molecules
is only 0.8 Å3, as compared to the experimental polarizability31

of 1.95 Å3 for the isolated CO molecule. The polarizability
of the acetone molecule inside clusters (not shown) with
24 and 36 water molecules reduces to 4.3 and 4.0 Å3,
respectively.

We have already mentioned the analogy of the shielding
effect to that of a dielectric medium. Since we are considering
electronic polarizabilities at xed geometries here, the relevant
dielectric constant would be the one at optical frequencies,
which equals the square of the optical refractive index n.
Fig. 2 Molecular structure of C96H26. The color of the hydrogen and carbon
atoms changes from dark green to light green with an increase in polarizability.
Atomic contributions from the 20 selected atoms (out of 122) comprise 60% of
the total molecular polarizability.

2352 | Chem. Sci., 2013, 4, 2349–2356
Since most materials have n2 in the range 1.8–6, this analogy
would suggest a reduction of the polarizability for buried
species by a factor of 1.8 to 6, or perhaps less since the
molecular exterior occupies much less volume than that of a
bulk dielectric medium. Nevertheless we saw that a much
larger effect is possible in an endohedral fullerene. However,
the effect can also be smaller; for example we saw that the
polarizability of 4.0 Å3 for acetone in the 36-water cluster is
reduced by a factor of 1.5 from the isolated-molecule value of
5.9 Å3; this is signicant but less than n2 for bulk water, which
is 1.8.

There is no experimental information available at this time
for measuring the distributed polarizabilities predicted here.
However, the dielectric-like screening of various molecules
encapsulated in highly polarizable materials such as single-wall
carbon nanotubes has been detected by observing the dramat-
ically reduced IR vibrational intensities for endohedrally
encapsulated molecules in comparison with the IR intensities
for exohedrally bound molecules.32

Fig. 4 shows a large metallic nanoparticle, in particular a
highly symmetric Li91

+ cluster. Table 2 shows that the 56
lithium atoms lying on the surface of the Li91

+ cube are
responsible for all of the positive contributions to the total
polarizability; the interior atoms make a small negative
contribution.

The synthetic protein 1L2Y+ (molecular formula
C98H150N27O29) from refs. 33 and 34 is shown in Fig. 5. The
152 outermost atoms (out of 304 atoms), as classied by their
distance from the center of nuclear charge, contribute 77% of
the total polarizability. A particularly interesting aspect of this
case is that we found that the polarizability of the same
functional group varies substantially depending on the posi-
tion of the group in the molecule. As noted in ref. 19, many
empirical force elds employ only 8–15 atom types for polar-
izabilities (sometimes using the same value for all non-
hydrogen atoms). The present results show that the accuracy
of such force elds and understanding based upon using
them can be improved by using more specic atomic
This journal is ª The Royal Society of Chemistry 2013
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Fig. 6 Distributed polarizabilities of two CO groups (in Å3) in a fragment of the
1L2Y+ molecule. The CO group on the right (which is part of the lysine-8 residue)
lies near the molecular surface. The CO group on the left (which is part of the
tryptophan-6 residue) lies near the center of nuclear charge. The positions of
these groups in the 1L2Y+ molecule are shown in Fig. 5.

Fig. 4 Molecular structure of Li91
+.
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polarizabilities. For example, the polarizability varies from
�0.4 to 4.0 Å3 over 21 carbonyl groups, while the corre-
sponding CM5 partial charges27 vary less dramatically (from
�0.37 to �0.46 a.u. for the carbonyl O atom and from �0.03 to
�0.13 a.u. for the whole CO group) and the CO distance
remains roughly the same (�1.23 Å). The polarizability of the
OH group varies from �0.3 to 2.1 Å3 over four occurrences,
and the polarizability of the COO� group is 3.3 and 5.1 Å3 (a
difference of a factor of more than 1.5) in two occurrences.
Fig. 6 illustrates an example in which the polarizability (3.4 Å3)
of a carbonyl group lying near the molecular perimeter is
much larger than the polarizability (0.7 Å3) of a nearby
carbonyl group situated in a less exposed portion of the
Fig. 5 Molecular structure of 1L2Y+. Color ribbons describe amino acid residues
listed in full in the ESI.† The backbone carbonyl groups of residues 6 and 8 are
shown in an expanded view in Fig. 6 and are singled out for discussion in the text.

This journal is ª The Royal Society of Chemistry 2013
polypeptide. The effects of various residues on substrate
binding and enzyme catalysis are certainly affected by these
polarizability variations.

It is worthwhile to mention that the various hyper-
polarizabilities, which are important, for example, for nonlinear
optics, may also be subject to this kind of shielding effect.

The present work is focused on studying gas-phase atoms,
molecules and molecular clusters. Polarizability calculations
for molecules in condensed phases have been considered
elsewhere; see for example the work of Mennucci et al.35,36 on
static polarizabilities of several solutes in solution using the
dielectric continuum approximation and mixed discrete–
continuum solvation models. Both implicit solvent and
explicit solvent molecules can substantially change the calcu-
lated polarizability of a solute molecule in comparison to that
of an isolated molecule;35,36 however, we expect that our
conclusions about reduced polarizabilities of buried atoms
and fragments derived from our gas-phase calculations will
remain qualitatively valid in both gaseous and condensed
phases. For example, according to the present calculations of
the distributed polarizability of the previously studied
(CH3)2CO$12H2O cluster in water using the SMD solvation
model,37 the polarizability of the acetone molecule inside this
cluster drops by 18% in comparison with the total polariz-
ability of the unclustered acetone molecule in water, i.e., by
nearly the same margin as in the case of the corresponding
gas-phase systems.

Although in the present article we do not investigate
quantitatively the impact of polarizabilities on energetics, we
note that induction energies are directly proportional to
polarizabilities, and dispersion interactions can also be
modeled in terms of polarizabilities, and the way that polar-
izabilities are evaluated can have a substantial impact on the
magnitude of modeled induction and dispersion interactions,
especially in van der Waals systems. We refer the reader to
previous work on evaluating London dispersion interaction
energies from distributed dipole and multipole atomic polar-
izabilities for some van der Waals dimers (see ref. 18 and
references therein).
Chem. Sci., 2013, 4, 2349–2356 | 2353
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4 Conclusions

When a complex molecule is polarized it is important to know
what part of themolecule is polarized and towhat extent.Wehave
partitioned polarizabilities over individual atoms and functional
groups, and we have found that the polarizability of the same
functional group (for example, COorOH) candiffer substantially,
depending on the position of this group in a molecule, but a
general trend does emerge. In particular, our calculations for a
diverse set of molecules show that the polarizabilities of interior
atoms and functional groups are greatly quenched, and the
outermost atoms and functional groups in molecules are in
general much more polarizable than their buried counterparts.

In several cases, the total molecular polarizability is
comprised almost entirely of contributions from the outermost
parts of the molecule, and the contributions from buried atoms
can be safely neglected (they might even be negative). These
ndings can be important for future more reliable parameteri-
zations of molecular mechanics force elds and electronic
structure methods involving the embedding of molecular frag-
ments in the electrostatic eld and reaction eld of their envi-
ronment. More importantly though, they change our
understanding of molecular interactions and environmental
effects in qualitative ways.

We note that the reduced polarizability of buried atoms and
groups in bulky molecules and clusters does not reect a satu-
ration of polarization associated with intramolecular interac-
tions in the interior or amigration of the polarization to another
part of the molecule, but rather derives from a Faraday-cage-like
shielding of the interior by the electron density of the exterior of
the system. The analogy to a Faraday cage is strong for C60 but
only qualitative for the other cases. We also note that the
polarizability of a molecule being interior in a cluster with
noncovalently bonded ligands (for example, the acetone mole-
cule surrounded by several water molecules) is usually reduced
but not quenched whereas the polarizability of a molecule (or
an atom) inside a covalent molecular system (for example, CO at
C60 or the central carbon in neopentane) is quenched.

By its standard denition,31 the electric dipole polarizability
of an isolated molecule describes the dynamic response of the
electron cloud to external electric elds. The distributed atomic
polarizability of an atom in the molecule is calculated in the
present study in terms of the response of the atom to a uniform
electric eld applied to the whole molecule. For interpretive or
modeling purposes, polarizability can be redened using the
concept of local elds as introduced in ref. 3, i.e., in terms of the
response of one atom in the molecule to a local eld at another
atom, but here we use standard polarizabilities. Note that the
diminished polarizability of interior atoms in response to a
uniform electric eld would be even further reduced if one
considered the response of a molecule to a point charge, where
the electric displacement due to the point charge would
diminish as one moved farther away from the point charge and
into the interior of themolecule with which it is interacting. The
present paper is not about that geometry-dependent effect
(which is elementary and well appreciated) but rather about the
reduced polarizability response even to a uniform electric eld.
2354 | Chem. Sci., 2013, 4, 2349–2356
5 Computational details

The g component (g ¼ x, y, or z) of the electric dipole moment
of a molecule, which is invariant to choice of origin for an
uncharged species, is expressed as follows (in atomic units)

mg ¼ �
ð
rgrðrÞd3rþ

X
i

ZiRgi (4)

where r(r) is the (positive) electron density at an arbitrary
position r, the index i runs over all atoms in the molecule, Zi is
the nuclear charge of atom i, and Rgi is the g component of the
vector Ri that denes the position of the nucleus of atom i. The
density r(r) can be partitioned over all atoms in the molecule as

rðrÞ ¼
X
i

riðrÞ (5)

where

ri(r) ¼ wi(r)r(r) (6)

The function wi(r) in eqn (6) is a positive weight function
dened for each atom in the molecule, andX

i

wiðrÞ ¼ 1 (7)

In the present work, the function wi(r) is dened according
to the Hirshfeld method.22 The partitioned electron density on
atom i can be expressed as

ri(r) ¼ r0i (r) + dri(r) (8)

where the rst term on the right-hand side is the electron
density of the isolated (neutral) atom i, and the second term is
the deformation electron density of the atom in the molecule.22

Therefore, eqn (4) can be rewritten as

mg ¼ �
ð
rgr

0ðrÞd3rþ
X
i

ZiRgi �
X
i

ð
rgdriðrÞd3r (9)

using

r0ðrÞ ¼
X
i

r0i ðrÞ (10)

The sum of the rst and the second term in eqn (9) yields the
dipole moment of a system of neutral atoms, which is zero.
According to eqn (3) in ref. 22, we can introduce the partial
charge on atom i as

qi ¼ �Ð
dri(r)d

3r (11)

Using the nuclear coordinates Rgi and partial atomic charges
qi, we can rewrite eqn (9) as

mg ¼
X
i

mgi (12)

where

mgi ¼ qiRgi �
Ð
(rg � Rgi)dri(r)d

3r (13)

This is the quantity needed for eqn (3) of this work.
This journal is ª The Royal Society of Chemistry 2013
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All calculationswerecarriedoutwithGaussian09.25 The second
termof eqn (13) is givenby eqn (4) in ref. 22, and it canbe recovered
from a Gaussian 09 output le with Hirshfeld charges computed
using the keyword pop ¼ Hirshfeld. See the ESI† for more detail.

The C60 moiety in all X@C60 systems has the geometry of free
C60 (Ih symmetry). The geometries of C60 and C96H26 were opti-
mized using PM6.38 The geometry of the small protein 1L2Y+

(molecular formula C98H150N27O29) was taken from ref. 33 and
rened using the protein preparation wizard utility of the
Maestro program.39 The structure of Li91

+ corresponds to the
experimental body centered cubic structure of lithium crystals at
ambient temperature and pressure (with a lattice parameter of
3.5 Å) given in ref. 40. The (CH3)2CO$12H2O geometry is from ref.
41. The Cartesian coordinates for all other cases were optimized
using the M06-2X (ref. 42 and 43)/MG3S (ref. 44) method. The
Cartesian coordinates for all molecules are given in the ESI.†

Distributed atomic polarizabilities were calculated by numer-
ical differentiation of analytical dipole moments by using the
keywordField inGaussian09andapplyinganelectricdipoleeldof
0.001 a.u. in each direction (x, y, and z). We have found that the
difference between the total polarizability calculated numerically
and analytically is less than 0.5% in all studied cases. The polar-
izability calculationswereperformedusing the density functionals
M06-L (ref. 45) and M06-2X (ref. 42 and 43) and the Hartree–Fock
(HF) method.46 We used the following basis sets: MG3 (ref. 44 and
47) (which is identical to 6-311++G(2df,2p)46,48–50 for rst-row
elements, H, and He), 6-31+G(d,p),46 6-31G(d),46 and 3-21G.46

Calculations on m-NA and p-NA were carried out by the M06-
2X/MG3andHF/3-21Gmethods (the latterwas usedonly for Table
3 for comparison with the results of earlier calculations9). Calcu-
lations on SF2, SF6, (C6H6)3, C5H12, C12H14, and (CH3)2CO$12H2O
were performed using M06-2X/MG3. Calculations on X@C60 and
C96H26 were performed using the M06-2X density functional, the
6-31+G(d,p) basis set onH, C, O, and F, the MG3 basis onMg and
Ar, and the MG3 basis on He augmented with two additional
diffuse s functions and two additional diffuse p functions; the
exponential parameters of the added functions were obtained
according to a procedure previously reported.51 Calculations on
Li91

+wereperformedby theM06-L/6-31G(d)method.Calculations
on 1L2Y+ were carried out using HF/6-31G(d).

Note that the spherically averaged distributed polarizabilities
are invariant with regard to molecular rotations but not trans-
lations. We took the molecular center of nuclear charge as the
origin of Cartesian coordinates. To conrm the validity of the
conclusions made in this work, we have also performed calcula-
tions using translated coordinate systems for selectedmolecules.
In the case of the X@C60 molecules we have found that the
polarizability distributed to the guest X retains the same small
value (Table 1) if the coordinate system's origin moves to the C60

wall.We have found that the polarizability of S in SF6 remains the
sameuponmoving the origin of the SF6 coordinate system fromS
to one of the uorine atoms. Moving the origin of the coordinate
system of amolecule to an arbitrary position does not change the
conclusion that the polarizability is distributed mainly to the
outermost atoms and groups, for example, to the methyl groups
in the case of neopentane.Whenwemove the origin of theC12H14

coordinate system from the center of nuclear charges to the
This journal is ª The Royal Society of Chemistry 2013
carbon atom of one of the CH2 groups, the aggregated polariz-
ability of the two CH2 groups retains the same value but the
individual polarizability of the CH2 group at the origin is essen-
tially redistributed towards another (outermost) CH2 group.

The dipole moment (m) of an isolated CO molecule derived
from CM5 charges computed at the M06-2X/6-31+G(d,p) level of
theory is equal to 0.84 D, whereas the dipole moment of the
molecule inside the C60 cage becomes only slightly larger, 0.92
D (in this test the COmolecule was aligned along the z axis, with
mz¼�0.92 D). The dipole moment of an isolated C60 molecule is
zero, whereas the dipole moment of C60 as part of CO@C60 is
0.26 D (mz ¼ 0.26 D). The dipole moment of the whole CO@C60

system is 0.66 D (mz ¼ �0.66 D). When an electric dipole eld of
0.001 a.u. applied in any direction (x, y, or z), the dipole moment
of CO inside CO@C60 does not change, whereas the dipole
moment of C60 in CO@C60 increases to compensate a large
portion of the external eld applied in that direction.

Our analysis shows that the conclusions derived in the present
article about reduced and quenched polarizabilities of interior
atoms are not sensitive to the choice of computational method or
basis set. For example, theM06-2X/MG3 calculation of distributed
polarizabilities in the neopentane molecule shows that the polar-
izability of the centrally situated carbon atom is nearly zero (0.04
Å3) in comparisonwith the total polarizability of thismolecule (9.4
Å3), and the CCSD/6-31G(d) calculation also shows that the polar-
izability of the central carbon is �0.04 Å3 versus the total polariz-
ability of 7.7 Å3. In addition, the conclusionsderivedhere basedon
ground-state calculations can be extended to excited-state polar-
izabilities, and we will consider this aspect in future work.
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