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Time-dependent density functional theory (TDDFT) holds great promise for studying photochem-
istry because of its affordable cost for large systems and for repeated calculations as required for
direct dynamics. The chief obstacle is uncertain accuracy. There have been many validation stud-
ies, but there are also many formulations, and there have been few studies where several formu-
lations were applied systematically to the same problems. Another issue, when TDDFT is applied
with only a single exchange-correlation functional, is that errors in the functional may mask suc-
cesses or failures of the formulation. Here, to try to sort out some of the issues, we apply eight
formulations of adiabatic TDDFT to the first valence excitations of ten molecules with 18 density
functionals of diverse types. The formulations examined are linear response from the ground state
(LR-TDDFT), linear response from the ground state with the Tamm-Dancoff approximation
(TDDFT-TDA), the original collinear spin-flip approximation with the Tamm-Dancoff (TD) ap-
proximation (SF1-TDDFT-TDA), the original noncollinear spin-flip approximation with the TDA
approximation (SF1-NC-TDDFT-TDA), combined self-consistent-field (SCF) and collinear spin-flip
calculations in the original spin-projected form (SF2-TDDFT-TDA) or non-spin-projected (NSF2-
TDDFT-TDA), and combined SCF and noncollinear spin-flip calculations (SF2-NC-TDDFT-TDA
and NSF2-NC-TDDFT-TDA). Comparing LR-TDDFT to TDDFT-TDA, we observed that the exci-
tation energy is raised by the TDA; this brings the excitation energies underestimated by full linear
response closer to experiment, but sometimes it makes the results worse. For ethylene and butadiene,
the excitation energies are underestimated by LR-TDDFT, and the error becomes smaller making the
TDA. Neither SF1-TDDFT-TDA nor SF2-TDDFT-TDA provides a lower mean unsigned error than
LR-TDDFT or TDDFT-TDA. The comparison between collinear and noncollinear kernels shows
that the noncollinear kernel drastically reduces the spin contamination in the systems considered
here, and it makes the results more accurate than collinear spin-flip TDDFT for functionals with
a low percentage of Hartree-Fock exchange and sometimes for functionals with a higher percent-
age of Hartree-Fock exchange, but it yields less accurate results than ground-state TDDFT. © 2013
American Institute of Physics. [http://dx.doi.org/10.1063/1.4798402]

I. INTRODUCTION

Time-dependent density functional theory1 (TDDFT) is
a potentially transformative methodology for applications to
electronic spectroscopy and photochemical dynamics due to
the low computational cost of density functional calculations.
Conventional TDDFT is based on the linear response (LR) of
the ground state to a time-dependent perturbation and may
be called LR-TDDFT. The Tamm-Dancoff approximation2

(TDA) to TDDFT eliminates the coupling of the occupied–
vacant to the vacant–occupied blocks in Casida’s equations,1, 3

which reduces the instability near a conical intersection. With
local exchange-correlation (xc) functionals, such as the local
spin density approximation or the generalized gradient ap-
proximation (GGA), both LR-TDDFT and TDDFT-TDA suf-
fer from inaccurate treatment of Rydberg excited states com-
pared with valence excited states;4, 5 this has been explained
as arising from systematic errors in the position of the highest

occupied molecular orbital (HOMO) in the ground state when
local functionals are employed.6

Another problematic issue for LR-TDDFT and the
TDDFT-TDA is the description of doubly excited states.
The correct description of doubly excited states would
require a frequency-dependent xc functional,7, 8 but most
attempts to make TDDFT practical so far have used
frequency-independent xc functionals, which is called the adi-
abatic approximation, and which allows one to use xc func-
tionals that have already been heavily vetted for ground states.
So called doubly excited states are known to play a prominent
role in polyenes,9–12 which are very important in biochemistry
and technology, but the nature of these states is now known to
be more complicated than is implied by describing them as re-
sulting from double excitations. Molecules for which doubly
excited states are a low-energy excitation also have significant
contributions from doubly excited configurations in the
ground state, so that one should consider such molecules to be
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examples of multireference states, where a single Slater deter-
minant is not a good description even in the ground state. It
has been suggested that a better description is that in excit-
ing from the ground state to a so called doubly excited state,
one switches from a wave function dominated by the Hartree–
Fock determinant and one or more double excitations to an-
other (orthogonal) linear combination with a larger weight on
the double excitations.4

In LR-TDDFT, the reference state is the ground state, ob-
tained by a restricted Kohn-Sham (RKS) calculation. One at-
tempt to make TDDFT more accurate, especially for states
with significant double excitation character, is called spin-
flip TDDFT (SF-TDDFT). In this method, an unrestricted
Kohn–Sham (UKS) spin state with higher multiplicity than
the ground-state singlet is taken as a reference; in the cases
of interest here this is a singly excited triplet state with MS =
+1, where MS is the spin projection quantum number. One
then calculates the “excitation” to both lower- and higher-
energy states by spin flips, both with and without orbital ex-
citations; one obtains the singlet ground state and both singly
and doubly excited singlet and triplet states (only the MS =
0 components of the latter) as a linear response of the triplet
reference state. One advantage of spin-flip TDDFT is that it
should be better for treating a system in which the HOMO
and the lowest unoccupied molecular orbital are nearly
degenerate.

A significant disadvantage of spin-flip TDDFT is that,
just like ground-state TDDFT, it tends to generate a number
of spurious low-energy states as well as the real low-energy
states (this would not occur if one used the unknown, exact,
nonadiabatic xc functional), and these spurious states make
the state assignments difficult. Actually, it is not clear if one
should call these spurious states or spuriously lowered states;
we will use the former language for simplicity. Another prob-
lem, shared by all unrestricted Kohn–Sham methods,13 is that
the calculated excited states are not eigenstates of the square
Ŝ2 of the electron spin operator; rather they correspond to a
mixture of the singlets and higher spin states. The restricted
open-shell Kohn-Sham (ROKS) method is sometimes used to
avoid this problem,14 but the ROKS equation is ad hoc and
is often difficult to converge. An apparently better solution
for this problem is the spin-adapted SF-TDDFT method sug-

gested by Liu et al.,15–17 although extra computational cost is
required.

Our recent study of the performance of LR-TDDFT for
various types of density functionals18 showed that for most
functionals the performance for valence states is superior to
that for Rydberg states; including the results by Caricato
et al.,19 the average absolute error is 0.38 eV for valence states
and 0.98 eV for Rydberg states for 56 density functionals We
also found that the best performing xc functionals are M06-
2X and ωB97X-D (M06-2X is also seen to perform well on
another database20). We found that the most successful func-
tionals overall have a relatively high percentage (about 40%)
of Hartree-Fock exchange. The inclusion of a healthy amount
of Hartree-Fock exchange often removes the spurious states.

The purpose of the present study is to explore seven ad-
ditional formulations of the TDDFT method on some of the
same molecules for which we previously studied LR-TDDFT
to see if they offer any systematic improvement in accuracy.
In particular, we compare results by LR-TDDFT to those
by TDDFT-TDA, collinear spin-flip TDDFT-TDA, and non-
collinear spin-flip TDDFT-TDA for the first valence excita-
tion energies of alkenes, carbonyls, and azabenzenes. For the
latter two methods we test the original spin-flip method, here
called SF1, and we also test a scheme21 for combining spin-
projected spin-flip TDDFT for states not well described by
a single Slater determinant with self-consistent-field (SCF)
calculations for states that are well described; this is called
spin-flip method 2 (SF2). To gain insight we also test SF2
without the spin projection, which is called nonprojected SF2
or NSF2. The SF1 and NSF2 methods do not correct for spin
contamination, but SF2 does.

With eight formulations of TDDFT under consideration,
the names and even the abbreviations required to distinguish
the formulations are rather long. Therefore, we introduce
short names for the formulations in Table I, and we will use
these in the rest of this article.

Here, we only test frequency-independent functionals.
Since the unknown, exact, frequency-dependent xc functional
for each case (singlet and triplet) would yield the correct ex-
citation energies, this is, in principle, a test of the xc func-
tionals rather than of the formulations of TDDFT. However,
some ways of using TDDFT are less sensitive than others to

TABLE I. Abbreviations for formulations of TDDFT studied in this article.

Method Long abbreviation Short abbreviationa

Linear response from the ground state LR-TDDFT LR
Linear response from the ground state with Tamm-Dancoff approximation TDDFT-TDA TDA
Collinear spin-flip method with Tamm-Dancoff approximationb SF1-TDDFT-TDA SF1
Noncollinear spin-flip method with Tamm-Dancoff approximationb SF1- NC-TDDFT-TDA NC-SF1
Combined SCF and collinear spin-flip calculationsc SF2-C-TDDFT-TDA SF2
Nonprojected combined SCF and collinear spin-flip calculationsd NSF2-C-TDDFT-TDA NSF2
Combined SCF and noncollinear spin-flip calculationsc SF2-NC-TDDFT-TDA NC-SF2
Nonprojected combined SCF and noncollinear spin-flip calculationsd NSF2-NC-TDDFT-TDA NC-NSF2

aWhen we use the abbreviation SF, it refers generically to SF1, SF2, and NSF2 or to elements that are the same in all three methods. Similarly, NC-SF refers generically to NC-SF1,
NC-SF2, and NC-NSF2 or to elements that are the same in all three methods.
bIn SF1 methods, the energy of S0 is based on the MS = 0 state generated by spin-flip excitation from T1.
cIn SF2 methods, the energy of S0 is based on the MS = 0 RKS SCF ground state.
dIn nonprojected SF2 methods; no projection procedure is employed in SF2 or NC-SF2.
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the inexactness of the xc functionals, and some approximate
functionals are more suitable than others for use with a given
formulation; and these are additional issues about which the
present tests reveal information.

II. THEORETICAL BACKGROUND

Throughout the article, we use the adiabatic approxima-
tion, which means that the exchange-correlation potential ad-
justs instantaneously to any change in the density.1 A conse-
quence of this approximation is that the density functional is
independent of frequency, and we follow the usual procedure
of using the approximate density functionals developed for
ground-state calculations. To make the methods we employ
clear, we first briefly review the key formulas.

First, we consider collinear unrestricted TDDFT. Let i, j
denote occupied orbitals and a, b denote unoccupied orbitals,
and let σ and τ represent spin components (α or β). In the LR
approximation, the excitation energies ω are determined by
first carrying out a SCF calculation on the ground state and
then solving the LR equations derived by Casida:3(

A B
B∗ A∗

) (
X
Y

)
= ω

(
1 0
0 −1

)(
X
Y

)
, (1)

where A is a matrix with elements Aaσ iσ ′, bτ jτ ′ coupling a
one-electron excitation aσ ← iσ ′ to one-electron excitation
bτ ← jτ ′, B is a matrix with elements coupling the excita-
tion aσ ← iσ ′ to the de-excitation jτ ′ ← bτ , and X and Y
are vectors of excitation and de-excitation amplitudes, respec-
tively, in particular, Xaσ iσ ′ and Ybτ jτ ′ . The matrix elements of B
are the same as those between the ground and doubly excited
states,22 so the effect of nonzero B is sometimes considered
to account for correlation in the ground state.

In the Tamm-Dancoff approximation to LR,2 all of the
elements of matrix B are set to zero, and the non-Hermitian
eigenvalue equation (1) is reduced to the Hermitian eigen-
value equation:

AX = ωX. (2)

The TDA is simpler (although computationally about the
same cost as LR), yields a straightforward approximation to
the excited-state density matrix, and is more stable for the cal-
culation of potential energy surfaces.1

The matrix elements of A and B are evaluated using
the orbitals of a reference SCF state calculated by the UKS
method, or—as a special case—the RKS method.

In the usual ground-state LR and TDA approximations,
the orbitals come from a ground-state RKS self-consistent
field calculation, and only the spin-conserving blocks (αα and
ββ) of X and Y are allowed to be nonzero. Therefore, the spin
component is conserved in the orbital excited, and one deals
only with MS = 0 states.

In spin-flip TDDFT-TDA, one starts (for the applications
considered in the present article) with the MS = +1 compo-
nent of the lowest-energy triplet state, and only the αβ and βα

blocks of X are considered, so the excitation always involves
a change in the spin component. The calculated excitation en-
ergies correspond to transitions from a single MS = 1 triplet
state (T1) to a set of states with MS = 0; these final states in-

clude, in principal, the closed-shell ground state S0, the lowest
excited singlet state S1, many other singlet states, and MS = 0
components of triplet states. Due to the approximate nature
of the available density functionals and to the adiabatic ap-
proximation, these states might be mixed; that is, the calcu-
lated final states might be linear combinations of more than
one real state. Of special concern is that the calculated states
might correspond to linear combinations of singlet and triplet
states.

The matrix elements of A are given in terms of the spin
orbitals of the reference function by4, 23–25

Aaσiσ ′,bτjτ ′ = δστ δσ ′τ ′

[
δij δab(εaσ − εiσ ′)

+ δσσ ′δττ ′Kai,bj − X

100
(ij |ab)

]
, (3)

Kai,bj = (ai|jb) +
(

1 − X

100

)
(ai|w|jb), (4)

where εaσ is the ground-state molecular orbital energy of
orbital a with spin σ , (. . . |. . . ) is a two-electron integral in
the Mulliken notation, and (. . . |w| . . .) is a contribution from
the exchange-correlation functional; note that the kernel
of the integrals (. . . |w| . . .) contains the Hessian with respect
to the spin densities of the exchange–correlation energy. We
see that the σ �= σ ′ and τ �= τ ′ blocks of A are nonzero only
if the percentage X of Hartree–Fock exchange in the density
functional employed is nonzero. Also note that the term in-
volving the Hessian of the exchange-correlation energy does
not contribute in the SF theory.

We will let E denote an energy calculated by a
Kohn–Sham SCF calculation; ω(V|U) will denote an energy
difference of state V from a reference U as obtained directly
from Eqs. (1) or (2), and 	E will denote an approximation to
the excitation energy from S0 to S1.

In the present SF calculations, the reference state is al-
ways taken as the lowest triplet state (αα, MS = 1). We esti-
mate the excitation energy in three ways. The first way, called
SF1, is the conventional method. In this method the energy
difference between the singlet ground state S0 and the singlet
excited state S1 is obtained as a linear response of the triplet
state:

	ESF1 = ω(S1|T1) − ω(S0|T1). (5)

The second way of using SF-TDDFT, called NSF2 (nonpro-
jected SF2), uses the difference in SCF energies to get the
excitation energy of the triplet:

	ENSF2 = ω(S1|T1) − [EUKS(S0) − ERKS(T1)]. (6)

In the third method, called SF2 and introduced previously,21

one uses Yamaguchi’s formula26–30 to correct for spin con-
tamination of the excited singlet state:

	ESF2 = 	ENSF2 −
[
ω(S1|T1) − 2(ω(S1|T1))

〈S2〉T1 − 〈S2〉S1

]
, (7)

where 〈S2〉 denotes the expectation value of the spin opera-
tor Ŝ2 in the UKS reference T1 state or the spin flip S1 state.
(We know that 〈S2〉 calculated using the Slater determinants
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is not the same as its value for the real wave function,13 but
we use it as an algorithmic tool to correct for spin contamina-
tion in the reference state; loosely speaking, this correction is
called spin projection.) This correction for spin contamination
is less complicated and less well justified than the symmetry-
adapted approach of Liu et al.15–17 but it is simpler, and it has
frequently been applied to transition metal systems.31–36 Note
that if 〈S2〉T1 is 2 and 〈S2〉S1 is 0, then Eq. (7) reduces to Eq.
(6). Very often though, 〈S2〉S1 is closer to 1, which means that
the final state of the TDDFT calculation is a mixture of singlet
and triplet, and Eq. (7) attempts to correct for that.

In noncollinear SF-TDDFT,37 one still employs a
collinear Slater determinant for the reference state, that is, ev-
ery spin function in the reference state is either pure α or pure
β, but one employs density functionals whose (. . . |w| . . .)
matrix elements (the noncollinear kernels) couple pure spin
functions to noncollinear ones, that is, spin functions that are
linear combinations of α and β.37, 38

III. COMPUTATIONAL DETAILS

The lowest singlet valence excited states are calculated
for ten molecules, in particular, two alkenes: ethylene (D2h)
and trans-1,3-butadiene (C2h), three carbonyls: formaldehyde
(C2v), acetaldehyde (Cs), and acetone (C2v), and five az-
abenzenes: pyridine (C2v), pyrazine (D2h), pyrimidine (C2v),
pyrazine (C2v), and symmetric tetrazine (D2h), where the
point group of the nuclear coordinates is given in parentheses.
All geometries are optimized by MP2/6-311+G**. All exci-
tation energies are calculated using the 6-311(2+,2+)G(d,p)
basis set,39 in which the angular momentum quantum num-
bers and exponential parameters of the additional diffuse sub-
shells are s (H), 0.00108434; sp (C), 0.0131928; sp (O),
0.025451869; sp (N), 0.0192470. This is a well-balanced ba-
sis set for the description of either valence excitations or
Rydberg excitations.40

The reference values of the excitation energy are exper-
imental values taken from the database of Caricato et al.19

We note a recent study41 that suggests that the correct value
for the excitation energy of butadiene is 6.3 eV, not 5.9 eV,
which is the experimental value of the peak in the absorption
spectrum, but not necessarily the best estimate of the vertical
excitation energy. Previously, the literature has used 5.9 eV
as the standard, and we retain that value here for consistency
with Refs. 18 and 19.

LR, TDA, and collinear spin-flip calculations are per-
formed with the GAMESS42 software package and non-
collinear spin-flip calculations are performed with the Q-
CHEM43 software package. In these packages Casida’s
equations are solved by the Davidson algorithm.22 The grid
used for the numerical integration of the xc functional has 99
radial shells and 590 angular points per shell. The number
of grid points is enough to avoid the numerical instability in
noncollinear SF-TDDFT noted in previous work.38

We test 18 density functionals. These are listed and ex-
plained in Table II.44–63 A key quantity in Table II is X, the
percentage of Hartree-Fock exchange. Local density func-
tionals have no Hartree–Fock exchange, and hybrid density
functionals have finite X. Table II also lists the type of func-

TABLE II. Density functionals studied in this article.

Functional Type Xa Reference(s)

BLYP GGA 0 44 and 45
PW91 GGA 0 42
OLYP GGA 0 43 and 44
revTPSS Meta-GGA 0 46
B3LYP Hybrid GGA 20 47 and 48
PBE0 Hybrid GGA 25 49
X3LYP Hybrid GGA 21.8 50
M06 Hybrid meta-GGA 27 59
M05 Hybrid meta-GGA 28 57
BHHLYP Hybrid GGA 50 44 and 45
M08-HX Hybrid meta-GGA 52.23 61
M06-2X Hybrid meta-GGA 54 59
M05-2X Hybrid meta-GGA 56 58
M08-SO Hybrid meta-GGA 56.79 61
CAM-B3LYP Range-separated hybrid GGAb 19–65 52
ωB97X Range-separated hybrid GGAb 15.77–100 53
M11 Range-separated hybrid GGAb 42.8–100 54
M06-HF Hybrid meta-GGA 100 60

aX is the percentage of Hartree-Fock exchange in the density functional.
bA range-separated hybrid GGA might also be called a hybrid NGA (hybrid nonsepara-
ble gradient approximation).

tional. In a GGA, the density functional depends on electron
density and electron density gradient. In the meta-GGAs in
Table II, the density functional depends on electron density,
electron density gradient, and kinetic energy density. In the
range-separated density functionals, the interelectronic sep-
aration is divided smoothly into two ranges. In the spectro-
scopic context, the motivation for range separation is to use
a larger percentage of Hartree-Fock exchange at long range
in order to partially remedy the self-interaction error of a lo-
cal density functional at large interelectronic separation and
thereby reduce or eliminate the failures of local density func-
tionals for long-range charge transfer excitations.4, 56, 64

For noncollinear SF-TDDFT-TDA, we examined a
smaller number of density functionals, in particular, BLYP,
B3LYP, PBE0, ωB97X, M06, M06-2X, and M06-HF.

IV. RESULTS AND DISCUSSION

IV.A. Assignments

The excitations we study in this article are the lowest va-
lence excitation of each of the ten organic molecules men-
tioned above. The assignments and state symmetries are as
follows: B1u (π → π∗) for ethylene, Bu (π → π∗) for trans-
1, 3-butadiene, A2 (n → π∗) for formaldehyde, A′′ (n → π∗)
for acetaldehyde, 1A2 (n → π∗) for acetone, B1(n → π∗)
for pyridine, 1B3u (n → π∗) for pyrazine, B1 (n → π∗) for
pyrimidine, B1 (n → π∗) for pyridazine, and B3u (n → π∗)
for s-tetrazine.

In the previous assessment18 of density functionals for
LR calculations, we observed spurious low-energy states (or
spuriously lowered real charge transfer states), especially for
the local density functionals, and following Caricato et al.’s
study,19 we checked the orbital shape for the valence states.
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We found that making assignments based on orbital shape
reduced the deviation from experiment, and we therefore
chose to use this procedure for LR and TDA calculations in
the present study as well. For the LR and TDA calculations,
we do not find any spurious states for the first valence excita-
tion for any of the molecules and density functionals we ex-
amined in this study; therefore, the lowest excitation energy
corresponding to the irreducible representation of interest is
selected for all excited states.

In SF-TDDFT (for the case that the reference state is a
triplet, |αα〉), the states produced in the response include both
singlets, 1√

2
(|αβ〉 − |βα〉), and triplets, 1√

2
(|αβ〉 + |βα〉), as

well as mixed singlet-triplets, |αβ〉 and |βα〉, where MS = 0
for all states. We will simply consider any state with 〈S2〉 < 1
to be an approximation to a singlet and any state with 〈S2〉 > 1
to be an approximation to a triplet. Only the states with
〈S2〉 < 1 should be considered in making assignments for the
lowest excited singlet state. We next summarize the proce-
dures used to assign the final states for spin-flip calculations
by a collinear kernel.

The lowest B1u state of ethylene has high spin contami-
nation; 〈S2〉 is ∼2.0; therefore, we regard this as a triplet, and
the lowest singlet state is taken for all of the density function-
als except for M11 and M06-HF. For these two functionals,
〈S2〉 of the lowest singlet state (〈S2〉 < 1) is more than twice
as high as that of the next lowest singlet state, and the second
lowest singlet state is chosen.

For most of the density functionals, 〈S2〉 is ∼2.0 for the
lowest spin-flip Bu state of butadiene; and the second as well
as the third lowest spin-flip Bu states, although both singlets,
are both characterized mainly as electron transitions from
the second highest occupied α-orbital to the lowest unoc-
cupied β-orbital and from highest occupied α-orbital to the
third lowest unoccupied β-orbital or to an energetically higher
β-orbital. Except for M08-HX, M08-SO, M11, and M06-
HF, the lowest singlet Bu state of butadiene is chosen. For
M08-HX, M08-SO, M11, and M06-HF, the second lowest
singlet state is chosen because it has smaller spin contami-
nation than the first one; 〈S2〉 is 0.49, 0.54, 0.36, and 0.50 for
the second lowest state against 0.70, 0.64, 0.94, 0.91 for the
lowest state. As a consequence, the error of the S0-S1 excita-
tion energy estimated by the conventional way (SF1) is lower
for M08-HX and M11, but is higher for M08-SO and M06-HF
compared with the choice of the lowest singlet state.

For spin-flip calculations on all carbonyl compounds
(formaldehyde, acetaldehyde, and acetone), the lowest sin-
glet state shows the minimum 〈S2〉 value for the irreducible
representation of interest (A2 for formaldehyde, A′′ for ac-
etaldehyde, and A2 for acetone) for all of the density func-
tionals. The lowest state of these irreducible representations
is triplet for all cases. The electronic transition from the refer-
ence triplet state to the lowest singlet state of each irreducible
representation is strongly characterized by the spin-flip elec-
tron transition within the lowest singly occupied molecular or-
bital for density functionals with 50% or lower Hartree-Fock
exchange (B3LYP, X3LYP, PBE0, M06, M05, and BHHLYP);
on the other hand, the contributions of the other orbitals in-
crease for the density functionals with higher percentages of
Hartree-Fock exchange.

For spin-flip calculations on all azabenzenes, the lowest
calculated singlet state is assigned as the first singlet excited
state; in every case there is a triplet below this.

IV.B. Criteria for success

In our previous article, we classified density function-
als with mean unsigned errors (MUEs) of 0.30 eV or less
as successful and those with MUEs in the range 0.31–0.36
eV as moderately successful. To make it easier to spot trends
in tables, in the present article we place density functionals
and their MUEs in bold font if they correspond to a MUE of
0.36 eV or smaller for that table.

IV.C. LR and TDA

Table III shows the first valence excitation energy calcu-
lated by LR, and Table IV shows the results for TDA. For
the ethylene molecule, all of the density functionals give an
excitation energy lower than the experimental one, 7.65 eV,
and TDA gives a larger value than LR by ∼0.90 eV except
for M05-2X. This trend is observed for all density functionals
and molecules except for s-tetrazine. As a consequence, TDA
makes some energetic improvement for molecules for which
the excited state energy is underestimated LR; however, it
makes the error larger in other cases. The MUEs, therefore,
depend on the composition of the test set. Nevertheless, the
test set used here is representative of many applications in or-
ganic and biological chemistry, and we believe that the MUE
is useful for organizing the discussion. Tables III and IV show
that most of the density functionals studied here are success-
ful with LR and TDA.

IV.D. Collinear SF-TDA: Comparisons of SF1, SF2,
and NSF2

Table V shows the excitation energy evaluated by
collinear SF-TDDFT, where the excitation energies are calcu-
lated using SF1 and SF2 as shown in Eqs. (5) and (7). Fairly
high spin contaminations (〈S2〉 > 0.4) are observed for every
density functional at least for one molecule except for M05-
2X and M06-2X.

We first compare the results given by Eqs. (5) and (7).
The MUE tends to be large when the spin-contamination is
large, and we found that SF2 showed a larger MUE for all
density functionals except M05-2X. For several density func-
tionals, the results with SF2 are terrible. Figures 1(a)–1(c) plot
the absolute error of excitation energy by SF1, SF2, and NSF2
vs. 〈S2〉 value. The error of excitation energy by SF1 (Fig. 1)
seems to have no relationship with the expectation value of
〈S2〉; on the other hand, the error by SF2 is clearly larger for
large 〈S2〉. We conclude from the table that SF2 should not be
applied when there is a large degree of spin-contamination.

One can also see in the tables that, except for M06-2X,
SF1 is less accurate than LR.

One of the unexpected results is the fairly large MUE of
the ωB97X functional (0.60 eV and 1.51 eV for SF1 and SF2,
against 0.27 eV for TDA), because this functional was one
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TABLE III. The lowest excitation energies (in eV) of valence states calculated by LR.

Ethylene Butadiene HCHO CH3CHO Acetone Pyridine Pyrazine Pyrimidine Pyridazine s-Tetrazine
1B1u 1Bu 1A2 A′′ 1A2 B1 B3u B1 B1 B3u

Functional Xa π → π∗ π → π∗ n → π∗ n → π∗ n → π∗ n → π∗ n → π∗ n → π∗ n → π∗ n → π∗ MUE

BLYP 0 7.03 5.01 3.83 4.16 4.22 4.40 3.61 3.83 3.17 1.90 0.32
OLYP 0 6.96 5.25 3.86 4.20 4.24 4.44 3.63 3.85 3.22 1.91 0.28
PW91 0 7.20 5.36 3.81 4.14 4.22 4.37 3.57 3.80 3.14 1.85 0.29
revTPSS 0 7.34 5.52 4.06 4.31 4.39 4.58 3.75 4.00 3.35 2.02 0.15
B3LYP 20 7.31 4.94 3.92 4.26 4.38 4.81 3.97 4.29 3.59 2.26 0.23
X3LYP 21.8 7.31 5.54 3.92 4.26 4.39 4.84 4.00 4.32 3.62 2.29 0.18
PBE0 25 7.47 5.65 3.92 4.27 4.41 4.88 4.01 4.35 3.66 2.29 0.16
M06 27 6.94 5.37 3.87 4.23 4.35 4.75 3.88 4.23 3.48 2.08 0.24
M05 28 7.16 5.44 3.89 4.26 4.36 4.73 3.80 4.16 3.41 1.90 0.22
BHHLYP 50 7.44 5.77 4.07 4.43 4.61 5.32 4.41 4.89 4.10 2.73 0.41
M08-HX 52.23 7.32 5.64 3.61 4.01 4.21 4.94 4.08 4.50 3.79 2.47 0.31
M06-2X 54 7.51 5.79 3.61 3.99 4.13 4.92 4.03 4.46 3.71 2.33 0.26
M05-2X 56 7.59 5.83 3.62 4.01 4.15 4.99 4.07 3.31 3.74 2.33 0.25
M08-SO 56.79 7.23 5.61 3.55 3.95 4.08 4.87 3.99 4.45 3.64 2.28 0.30
CAM-B3LYP 19–65 7.46 5.74 3.91 4.27 4.43 5.08 4.20 4.57 3.84 2.48 0.25
ωB97X 15.77–100 7.60 5.90 3.95 4.29 4.47 5.20 4.28 4.68 3.95 2.55 0.27
M11 42.8–100 7.33 5.71 3.54 3.93 4.07 4.96 4.07 4.51 3.76 2.40 0.33
M06-HF 100 7.42 5.86 2.95 3.34 3.40 4.81 3.95 4.53 3.64 2.38 0.45

7.65 5.91 4.00 4.28 4.43 4.59 3.83 3.85 3.60 2.25

aX is the percentage of Hartree-Fock exchange in the density functional.

of the best functionals in our previous LR study for the ex-
citation energy for a database that includes both valence and
Rydberg states. This unexpectedly poor behavior of ωB97X
with SF1 was also observed in the study by Bernard et al.14

Another unexpected result is seen for the M11 functional; the
SF2 calculation with this functional shows a fairly large de-
viation from experiment, even though M11 showed good per-

formance, comparable to that of M08-SO, with the LR and
SF1 methods.

In Table S1 in supplementary material,65 we show the
singlet (S0)-singlet (S1) excitation energies calculated based
on NSF2. The NSF2 method usually has lower MUEs than
SF2; however, the error is larger than for SF1. The latter
is an unexpected result, because the error of the excitation

TABLE IV. The lowest excitation energies (in eV) of valence states calculated by TDA.

Ethylene Butadiene HCHO CH3CHO Acetone Pyridine Pyrazine Pyrimidine Pyridazine s-Tetrazine
1B1u 1Bu 1A2 A′′ 1A2 B1 B3u B1 B1 B3u

Functional Xa π → π∗ π → π∗ n → π∗ n → π∗ n → π∗ n → π∗ n → π∗ n → π∗ n → π∗ n → π∗ MUE

BLYP 0 7.15 5.14 3.84 4.17 4.23 4.44 3.66 3.86 3.23 1.97 0.27
OLYP 0 7.08 5.43 3.87 4.21 4.26 4.48 3.67 3.88 3.28 1.98 0.23
PW91 0 7.41 5.67 3.83 4.16 4.24 4.42 3.62 3.82 3.20 1.92 0.21
revTPSS 0 7.78 6.08 4.13 4.49 4.66 5.40 4.50 4.95 4.21 2.83 0.46
B3LYP 20 7.56 5.16 3.94 4.28 4.40 4.86 4.02 4.32 3.66 2.34 0.20
X3LYP 21.8 7.78 6.00 3.95 4.29 4.43 4.94 4.07 4.39 3.74 2.38 0.17
PBE0 25 7.59 5.84 3.94 4.28 4.41 4.89 4.05 4.35 3.69 2.37 0.14
M06 27 7.84 6.07 3.93 4.29 4.46 5.14 4.27 4.62 3.93 2.57 0.29
M05 28 7.60 5.90 3.95 4.29 4.47 5.20 4.28 4.68 3.95 2.55 0.27
BHHLYP 50 7.50 5.85 4.07 4.32 4.40 4.61 3.79 4.02 3.40 2.07 0.10
M08-HX 52.23 7.53 5.78 3.94 4.31 4.41 4.81 3.88 4.21 3.52 2.04 0.13
M06-2X 54 8.06 6.24 3.73 4.10 4.25 5.11 4.21 3.31 3.90 2.52 0.34
M05-2X 56 7.15 5.58 3.90 4.26 4.38 4.82 3.95 4.27 3.57 2.19 0.19
M08-SO 56.79 7.89 6.12 3.69 4.07 4.21 5.02 4.15 4.54 3.85 2.50 0.31
CAM-B3LYP 19–65 7.85 6.17 3.27 3.64 3.70 5.10 4.26 4.79 4.00 2.79 0.54
ωB97X 15.77–100 7.64 5.87 3.69 4.08 4.29 5.04 4.19 4.57 3.92 2.61 0.29
M11 42.8–100 7.56 5.87 3.65 4.04 4.17 4.99 4.12 4.54 3.79 2.46 0.28
M06-HF 100 7.61 5.89 3.63 4.01 4.14 5.07 4.19 4.59 3.91 2.58 0.32

7.65 5.91 4.00 4.28 4.43 4.59 3.83 3.85 3.60 2.25

aX is percentage of Hartree-Fock exchange in the density functional.
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TABLE V. The lowest excitation energies (in eV) of valence states calculated by collinear SF1 and SF2.

Ethylene Butadiene HCHO CH3CHO Acetone Pyridine Pyrazine Pyrimidine Pyridazine s-Tetrazine
1B1u 1Bu 1A2 A′′ 1A2 B1 B3u B1 B1 B3u

Functional Xa π → π∗ π → π∗ n → π∗ n → π∗ n → π∗ n → π∗ n → π∗ n → π∗ n → π∗ n → π∗ MUE

B3LYP 20 SF1 6.41 4.72 4.83 5.13 5.25 5.73 4.14 4.84 4.18 2.47 0.82
SF2 7.42 5.32 6.31 6.39 6.42 7.14 4.48 5.40 5.07 2.92 1.41
〈S2〉 0.15 0.08 0.79 0.74 0.73 0.86 0.16 0.57 0.66 0.28

X3LYP 21.8 SF1 6.49 4.78 4.80 5.10 5.22 5.71 4.17 4.84 4.17 2.49 0.80
SF2 7.41 5.36 6.21 6.32 6.35 7.05 4.49 5.37 5.00 2.93 1.37
〈S2〉 0.14 0.09 0.78 0.73 0.72 0.85 0.14 0.55 0.62 0.27

PBE0 25 SF1 6.68 4.97 4.72 5.06 5.20 5.70 4.19 4.82 4.16 2.52 0.75
SF2 7.88 5.65 6.08 6.26 6.37 7.34 4.48 5.25 4.96 2.98 1.34
〈S2〉 0.15 0.10 0.70 0.67 0.68 0.85 0.07 0.37 0.57 0.28

M06 27 SF1 6.45 4.85 4.65 4.95 5.05 5.32 4.03 4.56 3.84 2.37 0.62
SF2 7.94 5.43 5.45 5.58 5.63 6.57 4.10 4.64 3.98 2.57 0.85
〈S2〉 0.39 0.21 0.75 0.71 0.66 0.81 0.02 0.05 0.22 0.40

M05 28 SF1 6.80 4.95 4.66 4.98 5.05 5.26 4.01 4.66 3.83 2.27 0.57
SF2 7.02 5.41 5.43 5.53 5.56 5.89 4.00 5.01 3.87 2.34 0.79
〈S2〉 0.07 0.10 0.69 0.61 0.56 0.62 0.03 0.60 0.11 0.33

BHHLYP 50 SF1 7.56 5.79 4.12 4.44 4.58 5.20 4.54 4.81 4.07 2.85 0.40
SF2 8.25 6.52 5.02 5.28 5.40 5.79 4.86 5.27 4.51 3.37 0.99
〈S2〉 0.26 0.33 0.57 0.54 0.52 0.35 0.06 0.15 0.16 0.26

M08-HX 52.23 SF1 8.09 6.25 3.91 4.30 4.40 4.97 4.36 4.71 3.96 2.73 0.35
SF2 9.24 7.07 3.54 3.92 4.10 4.86 4.15 4.42 3.62 2.63 0.55
〈S2〉 0.52 0.49 0.02 0.06 0.06 0.15 0.06 0.06 0.07 0.10

M06-2X 54 SF1 7.63 5.80 3.87 4.25 4.34 4.84 4.34 4.64 3.93 2.64 0.26
SF2 7.54 6.00 3.38 3.71 3.88 4.84 4.05 4.30 3.52 2.40 0.31
〈S2〉 0.11 0.28 0.06 0.02 0.02 0.20 0.04 0.06 0.11 0.07

M05-2X 56 SF1 8.03 6.08 3.90 4.29 4.39 5.09 4.45 4.78 4.02 2.70 0.36
SF2 7.27 5.92 3.46 3.82 3.99 4.74 4.12 4.42 3.57 2.45 0.31
〈S2〉 0.04 0.13 0.04 0.02 0.02 0.13 0.05 0.12 0.10 0.11

M08-SO 56.79 SF1 7.19 6.41 3.87 4.26 4.34 4.95 4.29 4.54 3.84 2.58 0.33
SF2 7.79 7.27 3.04 3.34 3.49 4.45 3.94 4.17 3.31 2.28 0.52
〈S2〉 0.52 0.54 0.22 0.30 0.33 0.40 0.04 0.12 0.18 0.07

CAM-B3LYP 19–65 SF1 7.39 5.66 4.15 4.53 4.71 5.10 4.30 4.69 3.87 2.58 0.36
SF2 8.60 6.97 4.84 5.33 5.58 5.95 5.13 5.85 4.65 3.50 1.20
〈S2〉 0.18 0.23 0.30 0.41 0.48 0.19 0.09 0.42 0.07 0.18

ωB97X 15.77–100 SF1 9.35 7.23 4.29 4.56 4.71 5.50 4.16 4.36 3.93 2.34 0.60
SF2 7.42 6.51 0.41 0.74 0.95 3.79 3.35 3.37 2.54 1.45 1.51
〈S2〉 0.04 0.19 0.82 0.84 0.86 0.91 0.14 0.83 0.49 0.12

M11 42.8–100 SF1 8.13 6.31 3.85 4.26 4.39 4.89 4.37 4.69 3.81 2.64 0.34
SF2 10.55 8.96 5.69 6.27 6.64 6.83 6.03 6.88 5.51 4.37 2.33
〈S2〉 0.32 0.36 0.37 0.48 0.57 0.24 0.06 0.43 0.12 0.07

M06-HF 100 SF1 9.64 7.90 3.17 3.40 3.20 4.78 4.62 4.46 4.08 3.11 0.98
SF2 8.06 7.08 −0.30 −0.12 −0.18 2.62 3.50 3.10 2.32 2.14 1.93
〈S2〉 0.38 0.50 0.74 0.72 0.70 0.74 0.10 0.28 0.35 0.35

7.65 5.91 4.00 4.28 4.43 4.59 3.83 3.85 3.60 2.25

aX is percentage of Hartree-Fock exchange in the density functional.

energy is expected to be reduced by the more accurate de-
scriptions of ground states obtained by RKS than those by
SF-TDDFT.

Table V does not show results for BLYP, OLYP, and
PW91 because the local functionals give such high spin con-
tamination with collinear spin-flip TDDFT that state assign-
ments of singlets are ambiguous. Such a failure of local
density functionals is disappointing, because local density
functionals are much less expensive than nonlocal ones for
large systems, and this motivates the examination of the non-
collinear methods.

IV.E. Collinear SF vs. noncollinear SF

Table VI gives the excitation energies by NC-SF1 for
several density functionals. The noncollinear excitation en-
ergies obtained with PBE0, B3LYP, M06, M06-2X, ωB97X,
and M06-HF can be compared with the collinear ones for the
same density functionals in Table V.

The most remarkable difference between the collinear
and noncollinear treatments is that the degree of spin-
contamination is drastically reduced by applying the non-
collinear kernel; the spin expectation value of squared spin
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FIG. 1. Absolute errors of electronic excitation energy (in eV) calculated by
(a) SF1, (b) SF2, and (c) NSF2 plotted vs. 〈S2〉.

operator of NC-SF2 is under 0.4 except for M06-HF which
includes 100% Hartree-Fock exchange. The comparison of
MUEs between SF and NC-SF shows that the MUE is reduced
by applying the noncollinear kernel for the density functionals
with a low percentage of Hartree-Fock exchange; 0.55, 0.68,
and 0.43 eV for B3LYP, PBE0, and M06 with the noncollinear
kernel against 0.82, 0.75, and 0.62 eV with the collinear ker-

nel, on the other hand the error becomes large for the density
functionals with high percentage of Hartree-Fock exchange;
0.26, 0.60, and 0.98 eV for M06-2X, ωB97X, and M06-HF
with collinear kernel against 0.88, 0.66, and 1.61 eV with non-
collinear kernel.

Overall, the calculated error by NC-SF2 is comparable
to that obtained with NC-SF1 for most cases, and the energy
difference between the predictions of NC-SF1 and NC-SF2 is
rather small compared with the case of collinear xc kernel for
the systems with low spin contamination. The SF1 and SF2
noncollinear excitation energies are very different for M06-
HF for alkenes, which have large 〈S2〉.

Table S2 in supplementary material65 shows results for
NC-NSF2. Comparison of Table VI and Table S2 shows that
the excitation energies calculated NC-SF2 and NC-NSF2 are
very similar.

Tables V and VI show that when 〈S2〉 is small, as for
M05-2X and M06-2X, SF1 and SF2 show similar errors; on
the other hand, when 〈S2〉 is larger than 0.4, SF2 has a sig-
nificantly larger error. This trend is especially strong in the
noncollinear case. This tendency suggests that, without spe-
cial justification, one should avoid applying SF2 for systems
with 〈S2〉 > 0.4.

Another notable conclusion from Table VI is that there
is less difference among the different kinds of functionals, as
long as 〈S2〉 is small. However, none of the functionals tested
give an error below 0.43 eV with NC-SF1 or below 0.41 eV
with NC-SF2.

IV.F. Energy differences of the singlets from the
triplets

The SF1 formula has two components: the energy differ-
ences of S0–T1 and T1–S1 as shown in Eq. (5). To ascertain
which of the energy components provide the larger contribu-
tions to the errors in SF1, we show these energy components
in Tables VII and VIII.

Table VII lists the S0–T1 energy difference. The SF2 rows
give the energy differences between S0 and T1 which are ob-
tained by solving the RKS and UKS equations, respectively,
and the SF1 rows give the energy difference between the sin-
glet spin state obtained by a SF-TDDFT calculation and the
triplet spin state obtained by solving UKS; ω(S0|T1). The ref-
erence used to compute the MUEs is the energy difference
between ground singlet and triplet state as calculated in the
present work by CCSD(T) with the 6-311(2+,2+)G** basis
set.

One can see in Table VII that the SF-TDDFT excitation
energies show larger MUEs (often more than twice as large)
than are obtained by RKS and UKS. The energy gap between
T1 and S0 state is best estimated by SF2 calculations of den-
sity functionals with a high percentage of Hartree-Fock ex-
change and one of the range-separated density functionals:
M08-HX, M06-2X, M05-2X, M08-SO, ωB97X, and M06-
HF. On the other hand, the energy gap is underestimated for
density functionals with a low percentage of Hartree-Fock
exchange.

Although Table VII shows that the ground state obtained
by SF-TDDFT does not have a significant spin contamination
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TABLE VI. The lowest excitation energies (in eV) of valence states calculated by NC-SF1 and NC-SF2.

Ethylene Butadiene HCHO CH3CHO Acetone Pyridine Pyrazine Pyrimidine Pyridazine s-Tetrazine
1B1u 1Bu 1A2 A′′ 1A2 B1 B3u B1 B1 B3u

Functional Xa π → π∗ π → π∗ n → π∗ n → π∗ n → π∗ n → π∗ n → π∗ n → π∗ n → π∗ n → π∗ MUE

BLYP 0 NC-SF1 6.27 4.35 4.26 4.60 4.70 4.97 3.67 4.26 3.72 1.96 0.52
NC-SF2 6.73 4.58 4.29 4.59 4.67 4.93 3.73 4.18 3.61 2.04 0.41
〈S2〉b 0.08 0.03 0.03 0.01 0.01 0.09 0.01 0.02 0.05 0.03

B3LYP 20 NC-SF1 6.89 5.03 4.09 4.43 4.56 6.51 4.01 4.91 3.83 2.31 0.55
NC-SF2 7.29 5.24 4.20 4.52 4.63 6.73 4.10 4.91 3.85 2.44 0.56

〈S2〉 0.12 0.08 0.04 0.03 0.03 0.06 0.02 0.04 0.05 0.07
PBE0 25 NC-SF1 7.28 5.37 3.84 4.20 4.36 6.82 4.01 6.68 3.79 2.36 0.68

NC-SF2 7.73 5.55 3.95 4.31 4.46 7.03 4.09 6.84 3.81 2.46 0.67
〈S2〉 0.20 0.11 0.02 0.02 0.02 0.09 0.05 0.07 0.05 0.07

M06 27 NC-SF1 7.43 5.05 4.04 4.51 4.57 4.76 5.13 4.85 3.94 2.26 0.43
NC-SF2 8.25 5.57 4.00 4.44 4.50 5.13 5.14 4.86 3.91 2.27 0.44

〈S2〉 0.33 0.37 0.06 0.03 0.03 0.28 0.07 0.19 0.18 0.11
M06-2X 54 NC-SF1 7.09 5.41 4.60 4.89 5.01 7.00 4.43 5.63 4.22 2.74 0.88

NC-SF2 8.28 6.23 4.46 4.55 4.72 7.53 4.32 5.50 4.01 2.74 0.80
〈S2〉 0.40 0.33 0.48 0.35 0.11 0.17 0.05 0.37 0.09 0.20

ωB97X 15.77–100 NC-SF1 7.54 7.83 4.06 4.37 4.50 5.01 4.36 6.68 3.77 2.60 0.66
NC-SF2 7.79 7.93 4.15 4.44 4.57 5.38 4.50 6.69 3.98 2.78 0.78

〈S2〉 0.09 0.26 0.02 0.02 0.04 0.18 0.04 0.05 0.06 0.09
M06-HF 100 NC-SF1 6.57 5.16 5.76 5.73 5.73 5.58 6.06 8.07 4.74 3.42 1.61

NC-SF2 8.37 7.02 4.85 4.74 4.87 5.60 6.41 7.51 4.49 3.24 1.27
〈S2〉 0.51 0.72 0.27 0.05 0.49 0.59 0.17 0.18 0.70 0.12

7.65 5.91 4.00 4.28 4.43 4.59 3.83 3.85 3.60 2.25

aX is the percentage of Hartree-Fock exchange in the density functional.
b〈S2〉 is given for the S0 state obtained by spin-flip TDDFT.

problem, the deviation of the excitation energy from the ref-
erence is fairly large. This indicates the large error observed
in S0-S1 energy is not only due to the spin-mixing problem
but it also seems to reflect inaccuracy in the xc functional. A
related finding was reported in the previous study,38 in which
the authors compared the performance of SF1-TDDFT with
SF-EOM-CCSD66 method and found that the larger error of
SF1-TDDFT is due to the xc functional rather than the spin-
flip approach per se.

Table VIII gives the S1–T1 energy difference; ω(S1|T1),
where the reference value used to compute MUEs is deter-
mined by using the T1–S0 energy gap and the S0-S1 excitation
energy from experiment:

(ES1 − ET1 )ref. = (	ES1−S0 )exp − (ET1 − ES0 )CCSD(T).

(8)

(We used the same basis set for the coupled cluster calcula-
tions.) A negative value in Table VIII indicates that the triplet
is incorrectly predicted to lie above the singlet. This incorrect
prediction occurs for four molecules with M06-2X, five with
M08-SO, and eight with ωB97X and M06-HF.

One can see that most of the errors in Table VIII are larger
than those that we saw for the T1–S0 energy difference in
Table VII; in particular, nine of the 14 density functionals give
a greater mean unsigned error for S1–T1 than for T1–S0. Thus,
the error of the S0–S1 excitation energy is predominantly due
to the error of the T1–S1 excitation energy for most density
functionals.

In previous work on triplet states, it was already dis-
cussed that hybrid functionals with similar values of X may
give quite different errors,67 and this was later discussed in
terms of triplet instability in the ground state.68, 69

IV.G. Effect of percentage of Hartree-Fock exchange
in functional

The role of Hartree-Fock exchange is especially impor-
tant for improving the description of two electrons that are
widely separated (e.g., in delocalized interactions, Rydberg
states, long-range charge transfer, and diradicals obtained by
partial bond dissociation); however, inclusion of Hartree-Fock
exchange introduces static correlation error. It seems to be a
consequence of compromising these two demands, one for
high X and one for low X, that the density functionals with
best performance have about 40% Hartree–Fock exchange
when one considers both valence states and Rydberg states.18

However, when one considers only valence states in LR calcu-
lations, the best functionals are those with 20%–30% Hartree-
Fock exchange,5 and even the local density functionals can
compete reasonably well with the hybrid ones18, 70 (the errors
of the local density functionals are unacceptable for the Ryd-
berg states but not necessarily for the valence states). One can
see from Table III, which contains only valence states, that no
remarkable difference is observed between the type of den-
sity functional and the percentage of Hartree-Fock exchange
for LR and TDA calculations.
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TABLE VII. Singlet (S0)-triplet (T1) state excitation energies (in eV) based on collinear calculations: ω(S0|T1) (as used in SF1) and [ERKS(T1) − EUKS(S0)]
(as used in SF2).

Functional Xa Ethylene Butadiene HCHO CH3CHO Acetone Pyridine Pyrazine Pyrimidine Pyridazine s-Tetrazine MUE

B3LYP 20 SF2 4.35 3.18 3.28 3.66 3.82 4.27 3.35 3.90 2.95 1.61 0.30
SF1 3.56 2.66 2.99 3.40 3.59 4.07 3.10 3.75 2.74 1.32 0.62
〈S2〉 0.01 0.04 0.02 0.02 0.02 0.04 0.02 0.03 0.03 0.03

X3LYP 21.8 SF2 4.35 3.18 3.27 3.66 3.82 4.28 3.38 3.93 2.96 1.63 0.29
SF1 3.62 2.70 3.00 3.41 3.59 4.08 3.13 3.77 2.75 1.35 0.60
〈S2〉 0.01 0.04 0.02 0.02 0.02 0.04 0.02 0.03 0.03 0.03

PBE0 25 SF2 4.21 3.11 3.19 3.59 3.77 4.21 3.37 3.91 2.94 1.61 0.35
SF1 3.27 2.54 2.84 3.27 3.48 3.86 3.11 3.71 2.69 1.33 0.73
〈S2〉 0.01 0.05 0.03 0.03 0.03 0.05 0.02 0.04 0.03 0.04

M06 27 SF2 4.30 3.16 3.43 3.80 3.97 4.25 3.43 3.94 2.99 1.57 0.26
SF1 3.51 2.81 3.38 3.79 3.93 3.91 3.36 3.88 2.95 1.56 0.43
〈S2〉 0.03 0.04 0.02 0.02 0.02 0.05 0.02 0.04 0.02 0.03

M05 28 SF2 4.17 2.98 3.37 3.74 3.88 4.15 3.29 3.82 2.88 1.37 0.38
SF1 4.04 2.62 3.31 3.73 3.83 4.04 3.30 3.81 2.89 1.44 0.44
〈S2〉 0.02 0.04 0.03 0.03 0.03 0.06 0.02 0.04 0.03 0.04

BHHLYP 50 SF2 4.11 3.12 3.13 3.51 3.69 4.26 3.76 4.26 3.09 1.97 0.26
SF1 3.94 2.93 2.76 3.14 3.31 3.89 3.46 3.85 2.73 1.58 0.58
〈S2〉 0.02 0.08 0.07 0.07 0.07 0.13 0.05 0.09 0.06 0.08

M08-HX 52.23 SF2 4.41 3.39 3.46 3.85 4.05 4.46 3.72 4.34 3.19 2.11 0.10
SF1 4.49 3.44 3.84 4.24 4.35 4.59 3.94 4.64 3.54 2.23 0.19
〈S2〉 0.02 0.08 0.05 0.05 0.05 0.06 0.03 0.04 0.04 0.04

M06-2X 54 SF2 4.47 3.44 3.48 3.85 4.02 4.44 3.72 4.34 3.17 2.01 0.09
SF1 4.72 3.59 3.98 4.38 4.48 4.48 4.01 4.68 3.59 2.26 0.30
〈S2〉 0.02 0.08 0.04 0.04 0.04 0.07 0.03 0.04 0.04 0.04

M05-2X 56 SF2 4.43 3.33 3.41 3.79 3.96 4.44 3.72 4.34 3.13 1.97 0.11
SF1 5.24 3.65 3.85 4.26 4.37 4.81 4.06 4.70 3.59 2.24 0.34
〈S2〉 0.01 0.06 0.06 0.06 0.06 0.08 0.03 0.05 0.04 0.05

M08-SO 56.79 SF2 4.34 3.35 3.54 3.90 4.07 4.51 3.76 4.36 3.14 2.04 0.08
SF1 4.63 3.53 4.31 4.74 4.83 5.00 4.11 4.72 3.68 2.35 0.45
〈S2〉 0.02 0.07 0.05 0.05 0.05 0.07 0.03 0.05 0.04 0.04

CAM-B3LYP 19–65 SF2 4.30 3.22 3.26 3.66 3.85 4.30 3.60 4.13 3.00 1.82 0.22
SF1 3.47 2.34 2.81 3.20 3.38 3.59 2.82 3.31 2.27 1.02 0.92
〈S2〉 0.01 0.06 0.05 0.05 0.05 0.09 0.03 0.06 0.04 0.05

ωB97X 15.77–100 SF2 4.37 3.30 3.36 3.74 3.93 4.35 3.73 4.27 3.07 1.93 0.14
SF1 6.35 4.30 6.04 6.31 6.42 5.82 4.51 4.91 4.33 2.80 1.44
〈S2〉 0.02 0.08 0.17 0.17 0.18 0.21 0.04 0.12 0.09 0.07

M11 42.8–100 SF2 4.47 3.38 3.45 3.79 3.95 4.34 3.75 4.31 3.09 2.03 0.12
SF1 3.01 1.71 2.01 2.38 2.47 2.66 2.13 2.63 1.51 0.34 1.66
〈S2〉 0.01 0.06 0.07 0.07 0.07 0.10 0.03 0.06 0.04 0.04

M06-HF 100 SF2 4.63 3.73 3.63 3.91 4.03 4.61 4.20 4.88 3.35 2.71 0.26
SF1 6.84 5.38 5.67 6.00 5.95 6.07 5.29 6.02 4.95 3.59 1.84
〈S2〉 0.04 0.11 0.14 0.13 0.13 0.17 0.06 0.09 0.10 0.08
ref. 4.47 3.34 3.63 3.98 4.14 4.60 3.73 4.25 3.29 1.97

aX is percentage of Hartree-Fock exchange in the density functional.

On the other hand, SF1 shows a trend; a small MUE is
seen for density functionals with 50%–60% Hartree-Fock ex-
change; this includes BHHLYP, M08-HX, M06-2X, M05-2X,
and M08-SO; in addition, the range-separated density func-
tionals also show low MUEs. The same trend has been re-
ported for the electronic excitations in diradicals25 and for
conical interaction of the ethylene molecule.71

However, this trend becomes unclear for SF2, for exam-
ple, BHHLYP (50% of Hartree-Fock exchange) has large er-
ror. The most disappointing thing for the use of SF2 is that
the error is enhanced 3-7 times compared with SF1 for range
separated density functionals which generally corrects the de-

scription of the charge transfer excited state: CAM-B3LYP,
ωB97X, and M11. Thus, SF1 seems more reasonable to eval-
uate the nature of density functionals.

IV.H. Additional remarks on polyenes

Polyenes are especially challenging for electronic struc-
ture theory because doubly excited configurations are impor-
tant even for some low-energy states. This is an especially
serious problem for LR and TDA since ground-state TDDFT
with the adiabatic approximation formally includes only sin-
gle excitations. Although nonadiabatic approaches can be
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TABLE VIII. Energy difference ω(S1|T1) (in eV) between T1 and S1 states based on collinear NSF2 calculations.a

Functional Xa Ethylene Butadiene Formaldehyde Acetaldehyde Acetone Pyridine Pyrazine Pyrimidine Pyridazine s-Tetrazine MUE

B3LYP 20 2.85 2.06 1.84 1.73 1.65 1.66 1.05 1.08 1.44 1.15 1.12
X3LYP 21.8 2.86 2.09 1.80 1.70 1.62 1.63 1.04 1.07 1.42 1.14 1.10
PBE0 25 3.41 2.42 1.88 1.78 1.72 1.83 1.08 1.11 1.47 1.19 1.12
M06 27 2.94 2.04 1.27 1.16 1.12 1.41 0.67 0.69 0.89 0.81 0.75
M05 28 2.75 2.33 1.35 1.25 1.22 1.23 0.71 0.85 0.95 0.83 0.78
BHHLYP 50 3.62 2.86 1.36 1.31 1.28 1.31 1.08 0.96 1.34 1.27 0.94
M08-HX 52.23 3.60 2.80 0.07 0.06 0.05 0.38 0.41 0.08 0.42 0.50 0.29
M06-2X 54 2.92 2.21 −0.10 −0.13 −0.14 0.36 0.32 −0.04 0.34 0.38 0.30
M05-2X 56 2.80 2.43 0.05 0.03 0.02 0.28 0.39 0.08 0.43 0.46 0.27
M08-SO 56.79 2.56 2.87 −0.45 −0.47 −0.49 −0.06 0.18 −0.18 0.16 0.23 0.38
CAM-B3LYP 19–65 3.92 3.32 1.34 1.33 1.32 1.52 1.48 1.38 1.61 1.56 1.18
ωB97X 15.77–100 3.00 2.93 −1.74 −1.75 −1.71 −0.31 −0.35 −0.55 −0.41 −0.46 0.91
M11 42.8−100 5.12 4.61 1.84 1.89 1.92 2.23 2.24 2.05 2.31 2.30 1.95
M06-HF 100 2.79 2.52 −2.50 −2.61 −2.75 −1.28 −0.68 −1.56 −0.87 −0.48 1.44

3.18 2.57 0.37 0.30 0.29 0.01 0.10 0.40 0.31 0.28

aX is the percentage of Hartree–Fock exchange in the density functional.

used,7, 8 SF-TDDFT has been proposed as a way to treat this
problem within the adiabatic framework, and it has been re-
ported that TDA improves the excitation energies that have
double excitation character due to error cancelation.11 How-
ever, it is the 2Ag state of butadiene that has significant double
excitation character, not the 1Bu state studied here; therefore,
the error on the lowest valence excitation energy of butadiene
is not relevant to this debate.

Nevertheless, it is interesting to make a special compar-
ison of LR and TDA for ethylene and butadiene. We did ob-
serve some energetic improvement in LR over TDA in unsat-
urated compounds as a result of a systematic increase of the
excitation energy; the MUE of LR calculations on ethylene
for 18 density functionals is 0.34 eV and the MUE by TDA
is 0.21 eV; the MUE of trans-butadiene by LR is 0.36 eV and
the MUE by TDA is 0.23 eV. The 1B1u state of ethylene and
the 1Bu state of butadiene have partial Rydberg character, so
we expect TDDFT to underestimate these excitation energies.
We note though that the increase in excitation energy by LR
is seen for most of the molecules, not just these, so it is not
clear if the improvement is just fortuitous.

Double excitations are formally included in the SF-
TDDFT method, and yet examination of the excitation ampli-
tudes shows that, consistent with the above discussion, they
are present to only a small extent in the spin flip S1 states,
and the excitation energy estimated by SF-TDDFT is quanti-
tatively less accurate than that obtained with LR and TDA; the
MUE on ethylene for 18 density functionals by LR is 0.34 eV
and that for 14 density functionals by SF1 is 0.80 eV; for
trans-butadiene, it is 0.36 eV by LR and 0.75 eV by SF1, and
SF2 shows larger errors than SF1. The error of the spin-flip
method is somewhat reduced for several functionals by us-
ing a noncollinear kernel instead of collinear kernel for both
molecules, as already discussed.

V. CONCLUSIONS

This article tests eight different formulations of TDDFT
on the same test set. We compared the performance of several

types of TDDFT methods, including considerations of spin
contamination, for the lowest valence state singlet excita-
tion energies of ten organic molecules. We can draw several
conclusions.

First, we consider using the ground state as the reference
state. The Tamm-Dancoff approximation increases the exci-
tation energy as compared to full linear response, but the av-
erage absolute error is not significantly different from the full
linear response formulation. The latter conclusion agrees with
previous experience suggesting that the TDA is a safe way to
simplify the original TDDFT formulation and it provides a
comparison framework for testing spin-flip TDDFT.

None of the collinear spin-flip methods (SF1, SF2, and
NSF2—acronyms are summarized in Table I) shows quantita-
tively better average performance for the first excitation ener-
gies than those calculated by the ground-state linear response
(see Fig. 1). The most successful functionals for collinear SF1
calculations are those that include 50%–60% Hartree-Fock
exchange (see Fig. 1). However, noncollinear SF1-TDDFT
has a smaller dependency on the percentage of Hartree-Fock
exchange than does collinear SF1. Just as for the collinear
spin-flip methods, though, none of the noncollinear spin-flip
methods improves the accuracy compared to the ground-state
TDDFT.

Yamaguchi’s equation, introduced in SF2 methods to ap-
proximately correct the excitation energies for spin contami-
nation, tends to give large errors except for the M06-2X and
M05-2X functionals, especially for systems that have large
spin contamination in the spin-flipped states (see Fig. 2). One
can also see from Fig. 2 that the NSF2 method shows inter-
mediate accuracy between SF1 and SF2.

The most successful spin-flip methods, ranked by their
MUE for the ten valence excitation energies, are all collinear;
those with mean MUEs of 0.36 eV or less are SF1/M06-2X
(0.26 eV), SF2/M06-2X (0.31 eV), SF2/M05-2X (0.31 eV),
NSF2/M05-2X (0.32 eV), NSF1/M08-HX (0.33 eV),
NSF2/M08-HX (0.33 eV), SF1/M11 (0.34 eV), NSF2/M06-
2X (0.34 eV), SF1/M08-HX (0.35 eV), SF1/M06-2X
(0.36 eV), SF1/M05-2X (0.36 eV), and SF1/CAM-B3LYP
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FIG. 2. Comparison of MUEs of valence excitation energy for LR-TDDFT,
TDDFT-TDA, and SF1-TDDFT-TDA. Percentage of Hartree-Fock exchange
of each density functional is filled in the figure.

(0.36 eV). The best methods with a ground-state reference are
much better: TDA/BHHLYP (0.10 eV), TDA/M08-HX (0.13
eV), TDA/PBE0 (0.14 eV), and LR/revTPSS (0.15 eV).
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