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Adiabatic time-dependent density functional theory is a powerful method for calculating

electronic excitation energies of complex systems, but the quality of the results depends on the

choice of approximate density functional. In this article we test two promising new density

functionals, M11 and M11-L, against databases of 214 diverse electronic excitation energies, and

we compare the results to those for 16 other density functionals of various kinds and to

time-dependent Hartree–Fock. Charge transfer excitations are well known to be the hardest

challenge for TDDFT. M11 is a long-range-corrected hybrid meta-GGA, and it shows better

performance for charge transfer excitations than any of the other functionals except M06-HF,

which is a specialized functional that does not do well for valence excitations. Several other

long-range-corrected hybrid functionals also do well, and we especially recommend M11, oB97X,

and M06-2X for general spectroscopic applications because they do exceptionally well on

ground-state properties as well as excitation energies. Local functionals are preferred for many

applications to extended systems because of their significant cost advantage for large systems.

M11-L is a dual-range local functional and—unlike all previous local functionals—it has good

performance for Rydberg states as well as for valence states. Thus it is highly recommended for

excitation energy calculations on extended systems.

1 Introduction

Electronic excitations of molecules may be roughly divided

into three classes: (i) local valence excitations in which the

principal quantum number does not change and there is no

site-to-site shift of electron density, except perhaps to neigh-

bouring sites, (ii) Rydberg transitions in which the atomic or

united-atom principal quantum number increases, and (iii) charge

transfer excitations involving a charge shift between different

atoms.

The ability of time-dependent density functional theory1–4

(TDDFT) to calculate such excitation energies by using the

adiabatic approximation and conventional exchange–correlation

functional approximations (for brevity simply called func-

tionals in the remainder of the article) has been investigated

thoroughly, but further comparisons are useful whenever new

and improved functionals for ground states are introduced.

In general, functionals that are developed for ground-state

properties provide different levels of accuracy for the three

prototype classes of excitations. For example, a recent article5

concluded that ‘‘No functional . . . shows acceptable accuracy

for all three of valence, Rydberg, and charge transfer excitations’’.

Recent developments in density functional approximations,

and new investigations of excitation energies using TDDFT,

show promising results for some difficult excitation energies,6–13

as well as notable improvements for ground-state properties.11,14

A central issue in understanding performance has been distin-

guishing between hybrid functionals, which combine nonlocal

Hartree–Fock exchange with local density functional exchange

(where ‘‘local’’ includes dependence on any local electronic

variable, including spin-labelled densities, their reduced

gradients, and spin-labelled orbital-dependent kinetic energy

densities), and local functionals, which have only the latter.

Local functionals tend to be inaccurate for Rydberg excita-

tions and are always inaccurate for charge-transfer excitations,

although they are widely used because they are more compu-

tationally affordable for extended systems. A key develop-

ment was the introduction of so-called long-range-corrected

functionals,15,16 which are fully nonlocal in the asymptotic

limit of long-range electron–electron interactions and local or

hybrid for finite-range (i.e., short-range) interactions. The

long-range-corrected formalism is more flexible than the older

strategy of global hybrids, which have a fixed percentage of

nonlocal exchange for all ranges of interelectronic separation,
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and it is capable of higher accuracy. Both long-range corrected

functionals and global hybrids are more accurate than local

functionals for many ground-state properties, at least for

systems that do not have high multireference character.

Long-range-corrected functionals also ameliorate some of

the problems of charge-transfer excitations with TDDFT,

without deteriorating performance for the remaining classes

of excitations and for ground-state properties,6,11,14,17–20 but

they do not lower the cost for extended systems. Long-range-

corrected functionals are special cases of the more general

class of functionals (discussed below) that involve range

separation in various ways.

We recently proposed two new functionals, one of which,

called M11-L,14 is local, and the other of which, called M11,11

is long-range corrected; both functionals have broad applic-

ability in chemistry and chemical physics. They employ two

different approaches to range-separation: the M11-L functional

uses dual-range (DR) exchange in which both short-range and

long-range exchange are treated by local functionals, and the

range separation is at the local level only, while the M11

functional uses conventional range-separation, with 42.8%

of Hartree–Fock (HF) exchange at short range, and 100%

at long range. In this paper we address the performance

of these two new functionals for calculations of excitation

energies with adiabatic time-dependent density functional

theory (TDDFT), and we compare them to other popular

functionals.

2 Methods

2.1 Time-dependent density functional theory

Time-dependent density functional theory is a very appealing

method for the calculation of excitation energies of molecules.

Probably the most important reason for its success is that it

includes dynamical correlation effects at a smaller computa-

tional cost than post-Hartree–Fock wave function methods. In

practical calculations for chemistry, TDDFT is almost always

carried out in the adiabatic approximation, using a frequency-

independent approximation to the exchange–correlation func-

tional. As we noted above, the functionals used are usually

ones developed for ground states.17,21,22

In general, there is no unique answer to the question of

which functional performs best for all three prototype classes

of excitation, and if we include ground-state properties in the

evaluation, the situation is even less clear. For example func-

tionals that are very successful for a large number of ground-

state properties, such as M06 and M06-2X,22 give accurate

results for local valence excitations and for low Rydberg

states, but not for the more challenging charge transfer

excitations, in particular those with small spatial overlap23 of

the moduli of the initial and final orbitals.22 The M06-HF

functional,24 is very accurate for spatially nonoverlapping

charge transfer (the most challenging kind), but at the price

of worse accuracy for local valence states, low Rydberg states,22

and, most importantly, many ground-state properties.11,14

Considering the issue of improving charge-transfer excita-

tions while retaining good across-the-board performance,

the new class of range-separated functionals seems to at least

partially solve the problems of local and global hybrid func-

tionals for such excitations. In the present article we investi-

gate this problem further by testing the performance of two

recently developed range-separated functionals for TDDFT

excitation energies calculations of all three types of excitations.

The results presented in this article are complimentary to those

of other validation studies published recently.5,7,13,20,25–28

The new functionals are briefly described in the following

subsection, but the reader is referred to the original articles11,14

for full details.

2.2 Range-separation and the 2011 Minnesota functionals

The basic idea of range–separated functionals is that the modelling

of the exchange–correlation functional can benefit from a different

treatment of the Coulomb operator in the short-range (SR)

and long-range (LR); therefore the operator is split:

1

r12
¼ erfcðor12Þ

r12
|{z}

SR

þ erfðor12Þ
r12
|{z}

LR

: ð1Þ

where o is a parameter, and r12 is an interelectronic distance.

Long-range-corrected range-separated hybrid functionals use

100% of nonlocal exchange in the LR limit to compensate part

of the self–interaction error of DFT (which is possible because

of the correct asymptotic behaviour of Hartree–Fock nonlocal

exchange), and the amount of nonlocal exchange decreases to

a value usually between 0 and 50% in the SR limit. The M11

functional that we introduced recently11 uses this kind of range

separation with the error function, with 42.8% of nonlocal

exchange at the SR limit and 100% at the LR limit. A closely

related range-separation strategy is that employed by the

CAM-B3LYP functional,29 which has 19% nonlocal exchange

in the SR limit and 65% in the LR limit.

Another approach to range separation is to use a hybrid

functional with a finite amount of nonlocal exchange at short-

range, but have this tend to zero in the LR limit, which is a

strategy that may be called screened exchange. The HSE

functional30 takes this approach in order to cut the computa-

tional cost of nonlocal exchange integrals for extended systems

with periodic boundary conditions, while at the same time—in

principle—retaining the good performance features of global

hybrid functionals for most chemical properties. This kind of

range-separation is also tested in the present article.

The dual-range exchange strategy of M11-L introduces yet

another way to use range separation. It uses two different local

functionals, one for SR and one for LR. Each local functional

is a flexible meta-GGA (meta-generalized-gradient approxi-

mation), where a meta-GGA is a functional that depends on

the spin-labelled densities, their reduced gradients, and the

spin-labelled kinetic energy densities. The meta-GGAs are

parametrized using databases of accurate reference data.

The main difference between the dual-range approach (as in

M11-L) and the long-range-corrected approach (as in M11) is

schematically illustrated in Fig. 1. The optimized meta-GGA

functional forms in M11-L are indeed different at different

ranges (see, e.g., Fig. 1 of ref. 14), showing that the dependence

of the exchange energy density on interelectronic distance is

quite different at SR and LR.

D
ow

nl
oa

de
d 

by
 U

ni
ve

rs
ity

 o
f 

M
in

ne
so

ta
 -

 T
w

in
 C

iti
es

 o
n 

26
 J

ul
y 

20
12

Pu
bl

is
he

d 
on

 3
0 

M
ay

 2
01

2 
on

 h
ttp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/C

2C
P4

12
95

K

View Online

http://dx.doi.org/10.1039/c2cp41295k


This journal is c the Owner Societies 2012 Phys. Chem. Chem. Phys., 2012, 14, 11363–11370 11365

2.3 Testing the functionals

In the next section we present the databases that we used to

assess the performances of the new Minnesota functionals for

TDDFT excitation energies. The basis sets, the reference

geometries, and the data are specified there and in the corre-

sponding references. All calculations in this article were per-

formed using a locally modified version31 of Gaussian 09,32

using the adiabatic TDDFT method with the ultrafine (99 radial

nodes, 590 angular nodes) Lebedev grid.

3 Databases

In this work we use four main databases to evaluate the

performance of the functionals. The first three databases

(VES20, RES20, and CTS8) are representative of the main

prototype classes of electronic excitations: valence (V),

Rydberg (R), and charge-transfer (CT). The fourth database

is an extensive and more diverse set of valence excitations and

represents a more thorough set for assessment of functional

performance. Each database is briefly introduced below, and

results will be presented in the next section.

3.1 Valence excitations: the VES20 set

The VES20 database contains 20 experimental valence excited

states of small molecules: N2 (8 states), CO (7 states), HCHO

(4 states), and tetracene (1 state). The augmented Sadlej pVTZ

basis set33,34 was employed for the calculations on N2, CO,

and HCHO, while the TZVP basis set was employed for

tetracene.35,36 Geometries and reference data are taken from

previous work.5,22,24 The VES20 data includes 9 singlet -

singlet (S–S) transitions and 11 singlet - triplet (S–T)

transitions.

3.2 Rydberg excitations: the RES20 set

The RES20 database contains experimental data for 20

Rydberg-state transitions of N2 (5 states), CO (7 states), and

HCHO (8 states), and is complementary to the VES20 set. The

augmented Sadlej pVTZ basis set33,34 was employed for all the

calculations in the RES20 database on geometries taken from

previous work.5,22,24 The RES20 data includes 13 S–S transi-

tions and 7 S–T transitions.

3.3 Charge-transfer excitations: the CTS8 set

The CTS8 database was recently introduced11 by adding five

charge–transfer excitations of bio-organic molecules to the

earlier and smaller CTES3 database24 with three charge

transfer excitation energies. The CTS8 set is composed of

one theoretical datum each for NH3� � �F2 (at 6 Å),

C2H4� � �C2F4 (at 8 Å), and tetracene and of five singlet -

singlet electronic excitation energies with varying amounts of

CT for two retinals from ref. 8. The excitations in NH3� � �F2

and C2H4� � �C2F4 are characterized by almost no overlap of

the initial and final orbital, while the charge transfer character

of the other excitations is not so severe. Calculations for the

three complexes in CTES3 are performed using the TZVP

basis set, while calculations for the retinals are performed

using the 6-31++G(d,p) basis set as used by Dwyer and

Tozer.37 Geometries and reference data are taken from pre-

vious work.8,24 The CTS8 database was used previously to

assess the performances of the M11 functionals, and we add

here results for M11-L and other functionals. All data in CTS8

are for S–S transitions.

3.4 A larger test: the VT set

In order to base our conclusions on a very broad set of data,

we use the VT database of Jacquemin et al.,5 which is

composed of 103 S–S and 63 S–T electronic excitations of

28 small molecules. The reference data are taken from high-

level calculations (multistate complete-active-space second-

order perturbation theory and coupled cluster) from Thiel

and coworkers.38–40 The name VT comes from the original

work of Jacquemin et al.,5 and stands for ‘‘versus theory’’; the

corresponding ‘‘versus experiment’’ (VE) set includes a large

number of experimental data in solution, and needs calcula-

tion in solvated environment, for which performance might be

affected by issues beyond the choice of functional. To provide

an analysis of the performance of functionals that is free from

possible errors in the way that solvatochromic shifts are

calculated,41 the VE set is not considered in this work. The

TZVP basis set and the MP2/6-31G(d) geometry are used for

the VT calculations, as in ref. 20 and 42. The basis set issue, and

in particular the use of larger diffuse-function-containing basis

sets, was assessed in the work of Jacquemin and coworkers.20

We briefly checked their conclusions for the new functionals

considered in this work by performing M11 calculations with

the aug-cc-pVTZ basis. Our results are in line with those of

Jacquemin et al.20 for M06-2X and other functionals, and the

variations of the main statistical data (mean signed and mean

unsigned errors) by going from the smaller TZVP to the larger

aug-cc-pVTZ basis are smaller than 0.02 eV, a number that is

small enough to not influence the conclusions of this work.

Fig. 1 Range separation in the exchange functional: The black and

grey curves are for the M11 functional (local is solid, nonlocal is

dashed) and the red and orange curves are M11-L (LR is red with

circles, SR is orange with diamonds).
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The VT set considered here is a popular choice for bench-

marking TDDFT calculations on functionals and semi-

empirical methods. However, the choice of the reference data

is not always undisputed. In this work we have employed the

same basis set and geometries that were used by Thiel and

coworkers38–40 for MS-CASPT2 calculations, and we use their

‘‘best theoretical estimates’’ as our reference data. In order to

clear some of the confusion, we avoid any other comparison to

other estimated reference data (e.g. the comparison to non-

converged MS-CASPT2/TZVP results that was also reported

in ref. 5 is not considered here).

4 Results and discussion

In this section we present the results of TDDFT calculations with

the new Minnesota functionals M11-L and M11, and we com-

pare them to those of several other popular and high-quality

functionals. The functionals included in the comparison are

chosen from the extensive results published by Silva-Junior and

coworkers39 and by Jacquemin and coworkers.5,7,20,43 We chose

the functionals to compare to by considering the most popular

and best performing functional for each category. For example,

we chose successful local and global hybrid functionals, as well as

all the functionals in the M05 and M06 families, and some of the

most popular range-separated functionals. The functionals in this

study are divided into the following classes:

� Local functionals (including dual-range): BLYP,44,45

PBE,46 M06-L,47 and M11-L.14

� Global hybrid functionals: B3LYP,44,45,48,49 PBE0,50 M05,51

M05-2X,52 M06,22 M06-2X,22 and M06-HF.24 These functionals

have respectively 20, 25, 28, 56, 27, 54, and 100 per cent nonlocal

(i.e., Hartree–Fock) exchange.

� Range-separated hybrid functionals: HSE,30 CAM-B3LYP29

and five long-range corrected functionals: LC-oPBE,53 oB97,6

oB97X,6 oB97X-D,54 and M11.11 Note that the first four of

the long-range-corrected functionals are long-range-corrected

GGAs (GGAs depend on only the spin-labelled densities and

their reduced gradients), and M11 is a long-range-corrected

meta-GGA.

For the VT set, we used results from the literature5,7,20,39,43

plus our own calculations for the HSE screened exchange

functional, for M11 and M11-L, and for pure Hartree–Fock

(HF) theory, that is, time-dependent Hartree–Fock. For the

CTS8 database, all results are our own calculations carried

out for this paper. For VES20 and RES20, we carried out

new calcuations for HSE, CAM-B3LYP, oB97, oB97X,

oB97X-D, M11, and M11-L, and we used literature results22

for BLYP, B3LYP, PBE, PBE0, and the previous Minnesota

functionals.

4.1 Prototype excitations: VES20, RES20, and CTS8

Results for the three databases of prototype excitations, valence,

Rydberg, and charge-transfer, are collected in Table 1. The

mean unsigned errors (MUEs) for each of the databases are

reported in the table, as well as the overall mean unsigned errors

for all three prototypes interactions (VRCT48), calculated as:

MUE[VRCT48] = {20 � MUE[VES20] + 20

� MUE[RES20] + 8 � MUE[CTS8]}/48. (2)

Results for VES20 show generally good performance by

almost all density functionals. The main trends are easily

explained in terms of the percentage of HF exchange of the

functional. Local functionals all perform well for this data-

base, but are on average worse than functionals with a small

percentage of HF exchange (in the range of 20 to 25%). By

increasing the percentage of nonlocal exchange the MUEs

tend to get worse, but they remain satisfactory even for

percentages around 50%. A worsening of the results is found

for 100% nonlocal exchange, as in HF itself and M06-HF,

which are the worst methods for these valence excitation

energies. M11-L performs slightly better than other local

functionals, although not as well as the best nonlocal performers,

which are M06 and oB97. The performances of range-separated

functionals are affected principally by the percentage of non-

local exchange at SR, while the presence of 100% nonlocal

exchange at LR does not worsen the results. M11 also follow

the same trend, and performs about the same as those func-

tionals with 50% nonlocal exchange.

Rydberg states constitute a large part of the higher-energy

spectrum, and they often mix with valence states to a greater

or lesser extent; therefore the performance of a functional for

Rydberg states is particularly important for its overall evalua-

tion. As found previously,5 conclusions about the performance

of functionals based on valence excitations can change radi-

cally when Rydberg excitations are included in the evaluation.

For RES20 we find seven functionals with MUEs over 1 eV,

including M06, which was the best performer for the VES20

database. The only functionals that provide satisfactory

results are the long-range corrected ones and those with a

high percentage of HF exchange, such as M06-HF (which is,

however, worse than long-range corrected functionals). M11-L

stands out from the other local functionals, with surprisingly

excellent results for this set, a performance that must be explained

Table 1 Results (in eV) for TDDFT calculations with M11-L and
M11 for three prototype transition databases: VES20, RES20 and
CTS8

Functional Xa VES20 RES20 CTS8 VRCT48

Local functionals
BLYP 0 0.35 2.00 2.21 1.35
PBE 0 0.32 1.95 2.87 1.42
M06-L 0 0.32 1.62 2.58 1.24
M11-L 0 0.27 0.36 1.95 0.59
Global hybrid functionals
B3LYP 20 0.28 1.07 2.01 0.90
PBE0 25 0.29 0.86 1.84 0.79
M06 27 0.24 1.67 1.82 1.10
M05 28 0.29 1.16 1.82 0.91
M06-2X 54 0.34 0.35 1.04 0.46
M05-2X 56 0.37 0.31 1.07 0.46
M06-HF 100 0.71 0.39 0.64 0.57
HF 100 1.08 1.18 1.14 1.13
Range-separated hybrid functionals
HSE 25–0 0.40 0.34 2.08 0.66
CAM-B3LYP 19–65 0.38 0.51 1.18 0.56
LC-oPBE 0–100 0.36 0.15 1.20 0.41
oB97 0–100 0.24 0.20 1.18 0.38
oB97X 15.77–100 0.28 0.22 1.06 0.39
oB97X-D 22.2–100 0.28 0.32 1.19 0.45
M11 42.8–100 0.34 0.30 0.98 0.43

a X denotes the percentage of nonlocal exchange.
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by the better treatment of the LR exchange made possible by

the dual–range nature of the exchange.

Results for the charge-transfer database, CTS8, are also in

contrast to those of the previous two databases. This set is, on

average, even more problematic than the Rydberg excitations,

and only M06-HF provides satisfactory results for this set.

Local functionals, including M11-L, and functionals with a

small percentage of HF exchange perform very badly, as

expected, since they are unable to account for long-range

self-interaction error, in particular when the overlap between

the densities23 is small. Global hybrids with a high percentage

of nonlocal exchange and long-range corrected functionals

have average errors in the range of 1 eV; M11 does the best of

these, with an MUE of 0.98 eV.

In order to draw an overall conclusion about the perfor-

mances of the considered functionals for prototype excita-

tions, we calculated for each database the average MUE

among all considered functionals; we find an average MUE

of 0.38 eV for VES20, 0.79 eV for RES20, and 1.57 eV for

CTS8. Then, again for each database, we calculated for each

functional its deviation from the average MUE; these values

are reported in Fig. 2 in percentage units. A functional that

performs better than average for a particular database has a

bar in the negative region of the plot, while a functional that

Fig. 2 Percentage deviation from the average MUE for the three databases of prototype excitations. Negative bars (in the green region) mean

performance better than average, while positive bars (in the red region) mean performance worse than average. Positive errors larger than 100%

are truncated to 100% for this figure.

Table 2 Results for TDDFT calculations with M11-L, M11, and 14 other functionals for the VT seta

Singlets Triplets
Total

Functional Xb MSE MUE RMSE R2 MSE MUE RMSE R2 MUE

Local functionals
BLYP 0 0.47 0.54 0.63 0.92 0.48 0.49 0.58 0.93 0.52
PBE 0 0.45 0.53 0.64 0.91 0.50 0.50 0.60 0.93 0.52
M06-L 0 0.14 0.35 0.42 0.91 0.37 0.38 0.45 0.96 0.36
M11-L 0 �0.15 0.32 0.41 0.92 �0.19 0.25 0.31 0.95 0.29
Global hybrid functionals
B3LYP 20 0.07 0.27 0.33 0.94 0.45 0.45 0.49 0.98 0.34
PBE0 25 �0.05 0.24 0.32 0.95 0.49 0.49 0.54 0.97 0.33
M06 27 0.12 0.28 0.34 0.95 0.44 0.44 0.47 0.98 0.34
M05 28 0.10 0.30 0.36 0.94 0.70 0.70 0.78 0.95 0.45
M06-2X 54 �0.23 0.34 0.46 0.92 0.07 0.23 0.28 0.94 0.30
M05-2X 56 �0.28 0.39 0.52 0.91 0.22 0.27 0.33 0.96 0.34
M06-HF 100 �0.32 0.55 0.70 0.83 �0.06 0.44 0.51 0.87 0.51
HF 100 �1.00 1.05 1.23 0.73 �1.69 1.90 2.85 0.54 1.37
Range-separated hybrid functionals
HSE 25–0 �0.01 0.23 0.30 0.94 �0.48 0.48 0.53 0.98 0.33
CAM-B3LYP 19–65 �0.22 0.31 0.42 0.93 0.41 0.42 0.48 0.93 0.35
LC-oPBE 0–100 �0.41 0.46 0.61 0.90 0.50 0.55 0.66 0.98 0.49
oB97 0–100 �0.43 0.47 0.62 0.90 0.29 0.38 0.45 0.99 0.44
oB97X 15.77–100 �0.35 0.40 0.55 0.91 0.31 0.35 0.38 0.95 0.38
oB97XD 22.2–100 �0.21 0.31 0.43 0.93 0.31 0.32 0.36 0.96 0.32
M11 42.8–100 0.22 0.35 0.48 0.90 �0.24 0.28 0.33 0.97 0.32

a MSE denotes mean signed error in eV. MUE denotes mean unsigned error in eV. RMSE denotes root-mean-square error in eV. R2 denotes the

unitless square of the correlation coefficient from Fig. 3. b X denotes the percentage of nonlocal exchange.

D
ow

nl
oa

de
d 

by
 U

ni
ve

rs
ity

 o
f 

M
in

ne
so

ta
 -

 T
w

in
 C

iti
es

 o
n 

26
 J

ul
y 

20
12

Pu
bl

is
he

d 
on

 3
0 

M
ay

 2
01

2 
on

 h
ttp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/C

2C
P4

12
95

K

View Online

http://dx.doi.org/10.1039/c2cp41295k


11368 Phys. Chem. Chem. Phys., 2012, 14, 11363–11370 This journal is c the Owner Societies 2012

performs worse than average will have a bar in the positive

region. Eight functionals have all bars in the negative region;

this includes the two global meta-GGAs (M05-2X and M06-2X)

and six of the range-separated functionals, including M11.

M11-L does extremely well as compared to all the other local

functionals, with good performance for both valence and

Rydberg excitations, but charge transfers are beyond the

capability of local functionals. HSE is the worst range-

separated functional, with performances below average for

both valence and charge-transfer excitations, largely because

of the lack of nonlocal exchange at LR. The CAM-B3LYP

functional provides results that are better than HSE, but

slightly worse than the other range-separated functionals, all

of which have 100% nonlocal exchange at LR. As shown

recently by Peach et al.55 these performances might be even-

tually improved by considering variations of CAM-B3LYP

that use 100% nonlocal exchange at LR.

4.2 The VT database

Statistical data on the results for the 103 S–S and the 63 S–T

excitations of the VT database with the M11 and M11-L

functionals are reported in Table 2 and compared to those

of 15 other functionals from previous studies to results for the

HSE functional calculated for the present work. Fig. 3 shows

the correlation between the best estimates and the calculated

results with M11 and M11-L.

It emerges that both M11 and M11-L perform very well for

the whole VT set, in particular M11-L is the overall best

performer among all considered functionals, with an overall

MUE of 0.29 eV. M06-2X, M11, and oB97X-D stand out as

the other top functionals for the overall set.

Considering S–S and S–T excitations separately, it is already

known,7,20 that the percentage of nonlocal exchange plays

a significant role for the description of the S–S excitations,

Fig. 3 Correlation plots for the VT set for singlet- singlet transitions (S–S, top, circles) and singlet- triplet transitions (S–T, bottom, squares),

with M11 (left) and M11-L (right); all results are reported in eV.
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but also that the functional form is crucial for the description

of the S–T transitions. We found these trends in the plots of

Fig. 4, where the performances of the functionals are plotted

as a function of the percentage of nonlocal exchange. For the

S–S transitions, functionals like PBE0, M05, and M06 with

25–28% nonlocal exchange are the top performers, a trend

that is similar to that found for the VES20 database, which is

not surprising since the VT set contains mainly valence

excitations. Range-separated hybrids, including HSE and

M11, follow this trend when the percentage of nonlocal

exchange at short-range is considered (as in Fig. 4). As far

as the S–T excitations, we note that such a clear trend as a

function of the percentage of nonlocal exchange is no longer

observed, and both our new functionals perform very accu-

rately. M11-L is the best local functional in this category,

outperforming the previous best functional M06-L by more

than 34%. M11 is also the best performing functional among

range-separated hybrids, being the only functional in its class

to have an MUE below 0.30 eV. In general, the entire class of

range-separated hybrids provide satisfactory results for these

transitions, while among local and global hybrid functionals

the performances are more diverse. In terms of overall MUE

for the S–T transitions, M06-2X is the top performer, but both

M11-L and M11 comes very close to it.

5 Conclusions

We find that in general, range-separated functionals perform

much better than local functionals or global hybrids for TDDFT

calculations of excited states. Among the range-separate

hybrids, M11 has the best performance for charge-transfer

states, and M11 performs better than any non-range-separated

functional for Rydberg states, so it is a good choice for

TDDFT. Other good choices include LC-oPBE, oB97, oB97X,
and M06-2X. Among these M11, oB97X, and M06-2X are

particularly appealing choices because of their known good

behaviour for ground-state properties. Range-separated

hybrid functionals, such as M11, are the best choice for a

functional that needs to treat all three types of excitation

energies.

The recently developed M11-L local functional is competi-

tive with hybrid functionals for all excitations except charge

transfer, (performance for the charge-transfer excitations

remains, and will remain, a weak point of all local func-

tionals), and therefore it is an excellent choice for extended

systems, where local functionals have a major cost advantage.

The success of M11-L is a further evidence that the dual-range

exchange of M11-L is capable of a better compensation of the

self-interaction error than any other previous local functional;

see also, for example the much improved performances of

M11-L for barrier heights14 and for band gaps,56 properties

that are both very sensitive to the self-interaction error.
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