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We present a unified treatment of solvatochromic shifts in liquid-phase absorption spectra, and we

develop a self-consistent state-specific vertical excitation model (called VEM) for electronic excitation

in solution. We discuss several other approaches to calculate vertical excitations in solution as an

approximation to VEM. We illustrate these methods by presenting calculations of the solvatochromic

shifts of the lowest excited states of several solutes (acetone, acrolein, coumarin 153, indolinedimethine-

malononitrile, julolidine-malononitrile, methanal, methylenecyclopropene, and pyridine) in polar and

nonpolar solvents (acetonitrile, cyclohexane, dimethyl sulfoxide, methanol, n-hexane, n-pentane, and

water) using implicit solvation models combined with configuration interaction based on single

excitations and with time-dependent density functional theory.
1. Introduction

Solvation effects on the electronic absorption spectra of chro-

mophoric solutes have fascinated researchers for a very long

time.1–22 A key concept of the modern viewpoint is the self-

consistent reaction field, which appears in several of the histor-

ical treatments and in most modern treatments. The reaction

field is the electrostatic field exerted on the solute by the polari-

zation of the solvent due to the presence of the solute. Proper

application of this concept to electronic excitation requires the

recognition of time scales.23–29 Solute and solvent electronic

distributions respond to each other and to the exciting photon

much faster than nuclear motion responds; the response of

nuclear motion is almost static on their time scale. From the

point of view of the chromophoric solute, the relatively static
aDepartment of Chemistry and Supercomputing Institute, University of
Minnesota, 207 Pleasant Street S.E., Minneapolis, MN, 55455-0431,
USA. E-mail: marenich@comp.chem.umn.edu (AVM); cramer@umn.
edu (CJC); truhlar@umn.edu (DGT)
bScuola Normale Superiore di Pisa, Piazza dei Cavalieri 7, 56100 Pisa,
Italy
cDipartimento di Chimica e Chimica Industriale, Via Risorgimento 35,
56126 Pisa, Italy. E-mail: bene@dcci.unipi.it (BM)
dGaussian, Inc., 340 Quinnipiac Street, Building 40, Wallingford,
Connecticut, 06492, USA. E-mail: giovanni@gaussian.com (GS)

† Electronic Supplementary Information (ESI) available in two parts:
Part I contains the Appendix to Section 2 with the proofs of eqn (21),
(22), (31), (32)–(36), and (48) and more details on the PCM formalism
used here; it also gives a description of the GB analog of the VEM(d,
RD)/PCM method, and it contains the excitation energies of acetone,
acrolein, methanal, and pyridine in water computed using the
hydrogen-bonding contribution correction (DuH); Part II contains
Cartesian coordinates of the molecular structures of all studied solute
molecules optimized in the gas phase and in solution. See DOI:
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character of the nuclear motion is called the Franck–Condon

principle; from the point of view of the solvent it is associated

with a slowly responding portion of the reaction field. But the

solvent is static only during the absorption process itself; before

fluorescence occurs and before many photochemical processes

can occur, the solvent and excited-state solute typically have time

to equilibrate not only their electronic distributions but also their

nuclear geometry. The main purpose of the present article is to

analyze various computational approaches for calculating the

separate components of the solvent response and for calculating

the self-consistent reorganizations on the fast time scale of

vertical excitation. We build on this analysis to develop a new

computational algorithm for accurate prediction of sol-

vatochromic shifts on absorption in polar and nonpolar media.

To illustrate the roles of the terms contributing on various time

scales, we will consider several prototype transitions, namely, the

lowest n / p* transitions of acetone, acrolein, methanal, and

pyridine and the lowest p / p* transitions of coumarin 153

(C153), indolinedimethine-malononitrile (IM), julolidine-malo-

nonitrile (JM), and methylenecyclopropene (MCP) (see Fig. 1).

It is well known that there are several contributions to sol-

vatochromic shifts, including solvent polarization, dispersion,

exchange repulsion, charge transfer, and the partial covalent

character of hydrogen bonding (the rest of hydrogen bonding is

already included in contributions we have already mentioned).

Note that the solvent polarization component can be modeled by

treating the solvent as a dielectric continuum having the dielec-

tric constant of the bulk solvent and is sometimes called the bulk

electrostatic component.

Solvatochromic shifts of acetone, to pick an example, can be

reasonably well accounted for by considering only dielectric

polarization, dispersion, and hydrogen bonding,25,29 where the
Chem. Sci., 2011, 2, 2143–2161 | 2143
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Fig. 1 Molecular structures of solutes. Hydrogen atoms are white,

carbon is grey, nitrogen is blue, fluorine is cyan, and oxygen is red.
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change in dispersionoccurs on the fast time scale, but the dielectric

polarization and the change in hydrogen bonding occur on both

time scales. When only these three contributions are explicitly

included, the hydrogen bonding term includes not only partial

covalent character but also all other aspects of hydrogen bonding

that are not included in the dielectric polarization and dispersion.

For example, it must include the charge transfer that accompanies

hydrogenbonding and thedeviationof the local polarization from

that predicted by the bulk dielectric model. Clearly then the

partition into dielectric polarization and hydrogen bonding

depends on the details of the dielectric polarization model. In

particular, if the electrostatics is underestimated, one infers

a greater contribution from hydrogen bonding. In the present

study we center our attention on the dielectric polarization

contribution to sort out the contributions fromvarious time scales

and the most consistent ways to treat them.

The main focus of the present study is on the use of various

implicit solvation models combined with time-dependent density

functional theory30–33 (TDDFT), which is a linear response (LR)

theory that starts with a self-consistent-field (SCF) step for

optimizing the orbitals of a reference state, i.e., the Kohn–Sham34

or generalized Kohn–Sham35 determinant that represents the

ground-state density in density functional theory (DFT). In

TDDFT, a one-electron time-dependent perturbation repre-

senting the interaction of the molecular electrons with the

external electric field due to the incident light is applied to the

density obtained from the ground-state Kohn–Sham or gener-

alized Kohn–Sham SCF equations. The response is calculated to

first order, yielding a generalized polarizability that has poles at

energies that approximate the one-electron excitation energies.

The excitation energies calculated this way are approximate

because one must employ an approximate density functional and
2144 | Chem. Sci., 2011, 2, 2143–2161
because of the linear response approximation. Linear response

theory can be used not only with DFT but also with Hartree–

Fock wave function theory, yielding time-dependent Hartree–

Fock (TDHF) theory.36 The present article also considers the

configuration interaction method of wave function theory. We

will use the wave function language both for density functional

theory and wave function theory, but one should keep in mind

that in wave function theory, one is dealing with wave functions

of the real system, but in density functional theory the wave

functions are those of an auxiliary noninteracting system as

introduced by Kohn and Sham.

In the polarized continuum method17 the reaction field exerted

on the solute by the polarized solvent is represented by a set of

surface charges on the assumed solute–solvent boundary surface

(which is usually just called the solute surface). The combination

of convenient TDDFT algorithms with the polarized continuum

model17 (PCM) for dielectric polarization, as in the Gaussian

computer package (Gaussian 0337 with significant updates in

Gaussian 09,38 including those for solvation calculations39,40),

opens the door to increased use of this kind of potentially very

useful calculation for predicting and analyzing solvatochromic

shifts. For example, it has been recently found that TDDFT with

the M06 density functional41,42 combined with the integral

equation formalism43–46 of PCM17,47,48 (IEF-PCM) with the SMD

intrinsic Coulomb radii49 was useful for analyzing the sol-

vatochromic shifts of the n/ p* excitation of acetone in various

solvents.29 (The intrinsic Coulomb radii are used in the deter-

mination of the solute surface.) The reader may consult two

recent overview articles for other applications of TDDFT

coupled to PCM to calculate excited state properties in solu-

tion.50,51 We will emphasize this combination for our analysis.

We will also consider representing the reaction field by the

generalized Born (GB) approximation.52–58 Any method that can

be derived or defined in the context of PCM can be re-expressed

in the GB approximation, and vice versa, as illustrated in more

detail below.

In general the response of the medium depends on frequency

and can be different for each kind of vibrational and orienta-

tional relaxation; however, in the present article we follow the

usual convention of simply dividing the response into two time

scales. Then the reaction field has two components, a fast one

and a slow one. The fast reaction field is associated with

polarizing the electronic structure of the solvent without

changing the nuclear positions. This polarization occurs on the

time scale of electronic excitation, but the polarization due to

moving nuclei (re-orientation of solvent molecules, other

solvent vibrational motions, and translation of solvent mole-

cules) is much slower, as recognized in the Franck–Condon

principle. The partition of the reaction field into fast and slow

components is based on the refractive index n and the static

dielectric constant 30.
17,23,25,59 The refractive index n is used to

provide the dielectric constant at optical frequencies as 3opt ¼ n2.

The reaction field can then be partitioned into fast and slow

components in two different ways, often associated with the

names of Pekar60 and Marcus,61 which are equivalent within the

linear response approximation when correctly used.62 In both

partitions, the total response is governed by the total dielectric

constant 3total, and the fast response is governed by its fast

component 3fast. In general, 3total is set equal to 30 which is
This journal is ª The Royal Society of Chemistry 2011
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essentially unity in a dilute gas but greater than 3opt in a liquid.

A convenient language that is used in the literature (and that

will be useful here) is that a calculation in which 3fast is set

equal to 3opt is labeled ‘‘nonequilibrium,’’ and a calculation in

which 3fast is set equal to 30 (such that all the response is fast) is

called ‘‘equilibrium.’’ Thus, equilibrium solvation can be

considered as a special case of nonequilibrium solvation. Table

1 gives 30 and 3opt for the solvents considered in the present

work, along with the solvents’ values of Abraham’s hydrogen

bond acidity parameters63–66 used by some of the solvation

models in determining solvent-dependent intrinsic Coulomb

radii.

This article proposes a self-consistent state-specific vertical

excitation model for electronic excitation in solution which is

called the vertical excitation model or VEM. The theoretical

background for the proposed model is given in the next section,

and inmore detail in the Electronic Supplementary Information.†

We also discuss several other approaches to calculate vertical

excitations in solution as approximations to the VEM.
2. Theory

2.1 General considerations

A vertical (in general, nonequilibrium) excitation energy is

calculated as follows

u ¼ G � G (1)

In eqn (1) and hereafter, the single bar refers to the ground

electronic state of the solute molecule in solution, and the double

bar refers to its excited state. The first term in eqn (1) denotes the

nonequilibrium excited-state free energy,61 and the second term

denotes the equilibrium ground-state free energy. The quantities

G are defined as

G ¼ E0 + GP (2)

where the energy E0 is the ground- or excited-state expectation

value of the gas-phase electronic Hamiltonian H0 calculated by

E0 ¼ hJ|H0|Ji (3)

where J is the ground-state or excited-state electronic wave

function in solution. As usual, solute nuclear repulsion is
Table 1 Static (30) and optical dielectric constants (3opt), and Abraham’s
hydrogen bond acidity parameters (aH) for selected solventsa

Solvent 30 3opt aH

Vacuum 1 1 0
n-Pentane 1.8 1.8 0
n-Hexane 1.9 1.9 0
Cyclohexane 2.0 2.0 0
Methanol 32.6 1.8 0.43
Acetonitrile 35.7 1.8 0.07
Dimethyl sulfoxide 46.8 2.0 0
Water 78.4 1.8 0.82

a The hydrogen bond acidity parameters are used in the SM8, SM8AD,
and SMD models to obtain intrinsic Coulomb radii for selected atoms
in selected solvents (see Table 3).

This journal is ª The Royal Society of Chemistry 2011
included in the ‘‘electronic’’ Hamiltonian, although this does not

change during vertical excitation. The ground- and excited-state

energy GP used in eqn (2), which will be specified below, are free

energies of electric polarization that are calculated using the

charge distributions of the ground and excited electronic states,

respectively. Note that the ground- and excited-state expectation

values E0 differ from their gas-phase counterparts because the

corresponding solute wave functions in solution differ from those

in the gas phase.

In principle, the ground- and excited-state electronic wave

functions J in solution are eigenfunctions of effective Hamil-

tonians Heff defined as follows

Heff ¼ H0 + F (4)

where F denotes the reaction field potential generated by the

polarized dielectric. In practice, J and J are approximations to

these eigenfunctions, and our goal is to determine them. In

addition, the reaction field F used in eqn (4) is self-consistently

dependent on the solute electronic wave functionJ, and it can be

defined as F ¼ FðJÞ or F ¼ FðJÞ.
Within the polarized continuum model,17 one defines a dis-

cretized solute–solvent boundary, and the reaction field potential

F(r) at an arbitrary position r in the cavity defined by the solute–

solvent boundary is given by

FðrÞ ¼
X
m

Qm

jr� rmj (5)

where the index m runs over all surface elements (sometimes

called tesserae) on the boundary surface, rm denotes the position

of the center of the mth surface element, and Qm is a dielectric-

dependent charge on the mth surface element representing the

effect of solvent polarization. This set of discrete point charges

Qm replaces the continuous surface charge density per unit area s

(r), as follows

Qm ¼ s(rm)DSm (6)

where DSm is the surface area of the mth surface element.

In contrast, the generalized Born (GB) approximation52–58 is

equivalent to approximating the reaction field potential F(r) at

the position rn as

FðrnÞ ¼ � 30 � 1

30

X
n
0
gnn

0 qn0 (7)

where the indexes n and n0 refer to atoms n and n0, respectively;
gnn0 is a Coulomb integral, and qn0 is a partial atomic charge.

Notice that eqn (7) only definesF at the positions rn of the nuclei,

but in the GB approximation, those are the only locations where

it is needed.

Note that in the recent PCM implementations39,40,67 eqn (5) is

replaced by the following equation:

FðrÞ ¼
X
m

gmðrÞQm (8)

where gm(r) is defined by integrating over the cavity C as

gmðrÞ ¼
ð
C

dr0
fmðr0 � rmÞ
jr� r0j (9)
Chem. Sci., 2011, 2, 2143–2161 | 2145
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where fm is typically a Gaussian function which ‘‘smears’’ the

charge Qm over a finite region of space around rm, thereby

removing any Coulomb singularity from the model. More details

on fm are given elsewhere.39,40 Note that the PCM calculations in

this work were carried out using eqn (8).
2.2 Description of the ground state

The ground state of the solute molecule in solution is described in

terms of equilibrium solvation. Although the ground-state

reaction field �F can be defined by eqn (5), (7), or (8), we will

develop the theory here by using eqn (5) with a set of ground-

state total polarization charges. The latter are determined by

solving the following equation17

D30Q ¼ �b (10)

whereQ is a column vector of charges with components �Qm, and

D30 is a square matrix that depends on the static dielectric

constant 3
0
and on a particular PCM algorithm. The column

vector �b contains (at the reaction-field charge positions) the

ground-state values of the solute normal electric field in the case

of the dielectric version of PCM (DPCM) or the solute electro-

static potential on individual surface elements in the case of the

conductor-like (CPCM) and integral-equation-formalism

versions of PCM (IEF-PCM). In the present work we use the IEF

model,43 and in this case the elements of the column vector �b are

defined using the following equation

bm ¼ Vm ¼
X
n

Zne

jrn � rmj �
*
J j e

jr� rmj jJ
+

(11)

where �Vm is the ground-state electrostatic potential at the mth

surface element due to the solute’s nuclear and electronic charge

density, and the sum over n runs over all solute nuclei; Zn is the

atomic number of atom n, and e is the atomic unit of charge.

Note that the recent PCM implementations39,40 define the

apparent surface charge using eqn (9), and in this case eqn (11)

becomes more complex, and it is not given here.

In practice, the column vector �b in eqn (10) is considered to be

an implicit function of the solvent’s static dielectric constant 30
because it is derived from the solute ground-state electronic

density obtained in a self-consistent reaction field (SCRF)

calculation, i.e., self-consistently with the ground-state reaction

field �F that depends on the ground-state column vector Q

calculated by eqn (10) using �b from the previous SCRF

iteration. The resulting ground-state polarization free energy is

defined as

GP ¼ 1

2

X
m

VmQm (12)

where the solute’s ground-state electrostatic potential �Vm is

obtained from eqn (11) using the solute’s electronic density

obtained from the ground-state SCRF procedure.
2.3 Description of the excited state

The excited state of the solute molecule in solution is described in

terms of nonequilibrium solvation by incorporating two time

scales (fast and slow) for solvent relaxation.
2146 | Chem. Sci., 2011, 2, 2143–2161
There are two partition schemes that have been used in the

literature17 to decompose the polarization response of a medium

described by the frequency-dependent permittivity 3(u) into fast

and slow components. Here, we will call them Partition I and

Partition II, according to the notation used in Ref. 17. Partition I

is usually associated with the name of Marcus,61 and Partition II

is associated with the name of Pekar.60 In terms of Partition I, the

fast polarization response is assumed to be induced entirely by

electronic degrees of freedom (we will use the index ‘‘el’’ to refer

to the electronic polarization), and the slow polarization

response is induced by nuclear or orientational motion (we will

use the index ‘‘or’’ to refer to the orientational polarization). In

contrast, Partition II does not specify physical degrees of

freedom corresponding to electrons and nuclei, but instead it

employs the concept of a dynamic (‘‘dyn’’) and an inertial (‘‘in’’)

polarization response to define the fast and slow polarization,

respectively. The fast and slow components of the polarization

energy GP are determined differently within these schemes

because in Partition I the part of the fast polarization that is in

equilibrium with slow polarization is included in the fast

response, but in Partition II that contribution is considered as

part of the slow response.17,62 Nevertheless, the two partitions

yield identical reaction fields, identical total GP polarization free

energies, and identical solvatochromic shifts in the limit of linear

response, which is assumed here. Next, we define the fast and

slow components of the nonequilibrium excited-state reaction

field F using both partitions, and we give expressions for the

nonequilibrium excited-state polarization free energyGP in terms

of both sets of partitioned reaction field potentials.

The total excited-state reaction field corresponding to

nonequilibrium solvation is defined by eqn (5) in general or by

eqn (8) in the most recent PCM implementations39,40 where Qm is

replaced with the nonequilibrium (‘‘neq’’) polarization charge.

The latter is partitioned in two ways. In Partition I, we have

Qneq
m ¼ Qel

m + �Qor
m (13)

where the first term is an electronic polarization charge on themth

surface element, and the second term is the corresponding

orientational charge. In Partition II, we have

Qneq
m ¼ Qdyn

m + �Qin
m (14)

where the first term is a dynamic polarization charge on the mth

surface element, and the second term is the corresponding inertial

charge.

First, we need to find a set of slow polarization charges (‘‘or’’

or ‘‘in’’). The column vector of orientational charges used in

Partition I is expressed as [see, for example, eqn (30) in Ref. 59]

Q
or ¼ 30 � 3opt

30 � 1
Q (15)

where �Q is a set of the ground-state (equilibrium) total charges

that satisfies eqn (10) using the column vector �b obtained from

the ground-state SCRF calculation with the equilibrium ground-

state reaction field. The column vector of inertial charges used in

Partition II is given as

Qin ¼Q � Qdyn (16)
This journal is ª The Royal Society of Chemistry 2011
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where the first term is the same as the corresponding quantity in

eqn (15), and the second term is a column vector of ground-state

dynamic charges defined by solving the following equation

D3opt
Qdyn ¼ ��b (17)

where the matrix D3opt
is the same as the matrix D30

in eqn (10),

except that 30 is replaced by 3opt; the column vector �b is the same

as in eqn (11). Note that Partition II does not require a second

ground-state SCRF calculation (using 3opt) to obtain the ground-

state dynamic polarization charge by eqn (17), and the column

vector �b used by eqn (17) is obtained from the original ground-

state SCRF calculation based on 30.

Second, we need to find the fast excited-state polarization

charges (‘‘el’’ or ‘‘dyn’’) while keeping the slow ground-state

polarization charges (‘‘or’’ or ‘‘in’’) at the fixed values which are

defined by the procedures described in the previous paragraph.

The column vector of excited-state electronic polarization

charges used in Partition I is determined by solving the following

equation [see eqn (25) in Ref. 68]

D3opt
Qel ¼ �b � U Qor (18)

and the column vector of excited-state dynamic polarization

charges used in Partition II is determined by solving

D3opt
Q dyn ¼ �b (19)

The matrix D3opt
used in both equations is the same as in eqn

(17). The square matrix U used in eqn (18) does not depend on

a dielectric constant, but it depends on a particular PCM algo-

rithm [see eqn (22) in Ref. 59 and eqns (A7–A10) of the ESI† of

the present article]. The column vector b in both equations

contains the excited-state values of the solute normal electric field

in the case of DPCM or the solute electrostatic potential on

individual surface elements in the case of CPCMor IEF-PCM. In

the present work we use IEF-PCM, and the elements of this

column vector are given by

bm ¼ Vm ¼
X
n

Zne

jrn � rmj �
*
J

���� e

jr� rmj
����J

+
(20)

where the quantity Vm is the excited-state electrostatic potential

at the mth surface element due to the solute’s nuclear and elec-

tronic charge density in the excited state. The column vector b in

eqn (19) is considered to be an implicit function of both 3opt and

30 because it is derived from the solute electronic density obtained

self-consistently with the total nonequilibrium reaction field

whose fast and slow components are defined using both 3opt and

30. The evaluation of the last term of eqn (20) in both the CIS and

TDDFT schemes is discussed further in Section 2.8.

The difference between the electronic and the dynamic polar-

ization charge is due to the second term on the right-hand side of

eqn (18), which corresponds to the response of the solvent’s

electrons to the surface charge originated by the slow component

of the total nonequilibrium reaction field.62 Since the given term

does not depend on the change in the solute’s charge distribution

upon electronic excitation within the linear response limit which

is applied here, its value is the same in the ground and excited

states.62 The difference between the two partitions is that in
This journal is ª The Royal Society of Chemistry 2011
Partition I, this term is a part of the fast response according to

eqn (18) whereas, in Partition II, this term is included in the slow

(inertial) component of the total nonequilibrium reaction field

according to the following relation:

Q
in ¼ Q

or þ Q
el �Q

dyn

(21)

which is proved in the ESI.†
2.4 VEM method

In the VEM approach proposed in the present article, we eval-

uate the total nonequilibrium excited-state reaction field as

follows. First, we evaluate the equilibrium ground-state reaction

field and the slow (orientational or inertial) polarization charges

using the procedure described above. Then, we evaluate the

excited-state wave function with the effective Hamiltonian of eqn

(4) using the ground-state reaction field as an initial approxi-

mation to the excited-state reaction field, which results in the

zero-order approximation b(0) to the solute’s excited-state elec-

trostatic potential b. The vector b(0) is partition-independent by

definition because it is defined by the excited-state wave function

computed using the equilibrium ground-state reaction field �F at

this step, and the latter is not partitioned. Using the excited-state

column vector b(0) and the fixed slow polarization charges saved

earlier, and solving eqn (18) if Partition I is used or eqn (19) if

Partition II is used, we can evaluate a new excited-state reaction

field using eqn (13) or eqn (14). The resulting column vector of

total nonequilibrium polarization charges satisfies the following

equation within both Partition I and Partition II

Q
neqðkÞ ¼ �D�1

3opt
b ðkÞ�D�1

30
�D�1

3opt

�
b (22)

where k denotes the kth iteration (we discussed the k ¼ 0 iteration

above). Note that the column vector of total nonequilibrium

polarization charges and the new total nonequilibrium excited-

state reaction field do not depend on a particular partition

because we use the same column vectors �b and b(k) in Partition I

and in Partition II. Hence the excited-state column vector b will

continue to be independent of partition even at iterations after

the first. Using the new total nonequilibrium excited-state reac-

tion field, we evaluate new approximations to the excited-state

electronic wave function of the solute molecule in solution and to

the column vector b, until the procedure converges self-consis-

tently with respect to these quantities. Note that during this

procedure we change only the fast component of the total reac-

tion field, which corresponds to the first term of eqn (22), at the

fixed slow component corresponding to the second term of eqn

(22). The total nonequilibrium excited-state reaction field at the

last iteration will be the same in both partition schemes using the

same initial approximation for this quantity. In practice, various

initial approximations may lead to more than one solution

(within the same partition) but this technicality is irrelevant to

the choice of a particular partition scheme. See the ESI for more

details on the derivation of eqn (22) and on the proof that the two

partitions give the same total reaction field within the PCM

formalism.† The latter conclusion is in agreement with Aguilar’s

proof using a less general model based on the Onsager reaction

field.62 Note that eqn (22) defined here in terms of the PCM
Chem. Sci., 2011, 2, 2143–2161 | 2147
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polarization surface charges corresponds to eqn (7) in Ref. 62

defined in terms of ground- and excited-state point dipoles.

In Partition I, the resulting excited-state polarization free

energy is defined as

GP ¼ GP, el + GP, or + GP, el-or (23)

where the electronic component, the orientational component,

and the electronic-orientational cross-term are expressed as

follows [see, for example, eqn (17) in Ref. 59]

GP; el ¼ 1

2

X
m

Vm Q
el

m (24)

GP; or ¼
X
m

�
Vm � 1

2
Vm

�
Q

or

m (25)

GP; el-or ¼ 1

2

X
m;m

0

ðQ el

m
0 �Q

el

m
0 Þ Q or

m

jrm � rm0 j (26)

In the equations above, the indexes m and m0 run over all

surface elements, and Vm is the electrostatic potential at the mth

surface element due to the solute’s nuclear and electronic charge

density as given by eqn (11) and (20) for the ground state and for

the excited state, respectively. Note that in the most recent PCM

implementations39,40 the apparent surface charge is defined using

eqn (9), and in this case eqn (26) is rewritten as

GP; el-or ¼ 1

2

X
m;m

0
Q

or

m Smm
0 ðQ el

m
0 �Q

el

m
0 Þ (27)

where the matrix S defined elsewhere39 represents the interaction

between ‘‘smeared’’ apparent surface charges and includes the (non-

divergent) self-interaction between two charges on the same surface

element. Note also that the ground-state electronic polarization

charge used in eqn (26) or in eqn (27) satisfies eqn (18) in which one

replaces double-bar notations with the corresponding single-bar

notations and one uses the ground-state column vector �b of eqn (10).

However, it ismore convenient toobtain this quantity by subtraction

of the corresponding orientational polarization charge defined by

eqn (15) from the total ground-state charge that satisfies eqn (10).

In Partition II, the excited-state polarization free energy is

defined as

GP ¼ GP,dyn + GP,in (28)

where the dynamic and inertial components are expressed as

GP;dyn ¼ 1

2

X
m

Vm Q
dyn

m (29)

GP;in ¼
X
m

�
Vm � 1

2
Vm

�
Q

in

m (30)

Note that Partition I’s expression of GP contains the cross-term

while Partition II’s expression does not. This cross-term arises from

the second term on the right-hand side of eqn (18). The latter

corresponds to the response of the solvent’s electrons to the surface

charge originated by the slow component of the total
2148 | Chem. Sci., 2011, 2, 2143–2161
nonequilibrium excited-state reaction field.62 Nevertheless, the two

partitions should yield identical values of the total nonequilibrium

polarization free energy when they are correctly applied, within the

linear response approximation. Using eqn (2), (12) and (28), the

excitation energy of eqn (1) can be expressed as

u ¼ E0 � E0 þ
P
m

ðVm � VmÞQm

þ 1

2

X
m

ðVm � VmÞðQ
dyn

m �Q
dyn

m Þ
(31)

See the ESI for the proof of eqn (31).†

Within the classical framework used by Aguilar,62 the linear

response approximation assumes that the solvent polarization

response is linear with respect to the electric field induced by the

solute unpolarized charge distribution (i.e., by the solute’s charge

density that remains the same in the gas phase and in solution),

and the resulting equilibrium electrostatic free energy of solva-

tion equals a half of the energy of the electrostatic interaction

between the polarized solvent and the unpolarized solute.69

Within the quantum-mechanical framework used in the present

work, the solute is polarized self-consistently with respect to the

solvent’s reaction field, and the mutual solute–solvent polariza-

tion can generally lead to the solvent polarization response that is

no longer linear with respect to the electric field induced by the

charge density of the unpolarized solute.69However, the resulting

polarization response remains linear with respect to the electric

field induced by the charge distribution of the polarized solute,

and the equilibrium electrostatic free energy of solvation equals

a half of the energy of the electrostatic interaction between the

mutually polarized solute and solvent, whereas the solute’s

polarization energy or, in other words, the solute’s electronic

distortion energy is accounted for in eqn (3). Thus, the present

article shows the equivalence of Partitions I and II, indepen-

dently of how the solute is treated (i.e., whether the solute is

unpolarized or polarized self-consistently), and independently of

how the solvent is treated (i.e., whether the solvent’s reaction

field is represented in terms of the continuous or the discrete

charge density). In both respects this is a generalization of the

results of Ref. 62, which was for unpolarized solute and the

Onsager dipole approximation for solute–solvent interactions.

2.5 Definition of F and GP in the generalized Born approach

The ground-state reaction field and the ground-state polarization

free energy can be expressed within the GB approximation in

terms of partial atomic charges by using the following equations

FðrnÞ ¼ � 30 � 1

30

X
n
0
gnn

0 qn0 (32)

GP ¼ � 1

2

30 � 1

30

X
n;n

0
qn gnn

0 qn0 (33)

The GB expressions of the excited-state reaction field and the

polarization free energy are given as

FðrnÞ ¼ � 3opt � 1

3opt

X
n
0
gnn

0 qn0 �
�

1

3opt
� 1

30

�X
n
0
gnn

0 qn0 (34)
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Table 2 Summary of computational protocolsa

Protocol RF for MOsb RF for CISc Self-consistent State-specific

Gas n/a n/a n/a n/a
GSRF GS GS(i) no no
cGSRF GS GS(i) no yes
VEM GS ES(e) yes yes
LR GS GS(i)+LR(e) no no
cLR GS GS(i)+LR(e) no yes
IBSF ES ES(i) yes yes
IESRF ES ES(i) yes yes

a n/a means not applicable. The listed computational protocols are
described in subsections 2.6 and 2.7. b This indicates whether the
equilibrium ground-state (GS) or nonequilibrium excited-state (ES)
reaction field is used in the ground-state SCRF calculation to get MOs.
c This indicates whether the ground-state (GS) or excited-state (ES)
reaction field is included either implicitly (i) or explicitly (e) in the CIS
or TDDFTmatrix and whether the linear response (LR) term is included.
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GP ¼ � 1

2

3opt � 1

3opt

X
n;n

0
qngnn

0 qn0

�
�
1

3opt
� 1

30

�X
n;n

0
ð qn �

1

2
qnÞgnn

0 qn0
(35)

In the equations above, the index n or n0 runs over all nuclei
situated at rn or rn0, gnn0 is a Coulomb integral, and qn or qn0 is

a partial atomic charge in the ground state (single bar) or in the

excited state (double bar). Note that eqn (34) and (35) corre-

spond to nonequilibrium solvation either using Partition I or

Partition II; the two partitions yield identical reaction fields and

total polarization free energies. The first term of eqn (35) can be

interpreted as the GB analog of eqn (29), whereas the second

term is the GB analog of eqn (30). Using eqn (33) and (35), the

excitation energy of eqn (1) can be expressed as

u ¼ E0 � E0 � 30 � 1

30

X
n;n

0
ðqn � qnÞ gnn

0 qn0

� 1

2

3opt � 1

3opt

X
n;n

0
ðqn � qnÞ gnn

0 ðqn0 � qn0 Þ
(36)

See the ESI for the proof of eqn (32)–(36).†

The Coulomb integral gnn0 is defined according to Still et al.57

in terms of the effective Born radius of atom n or n0. One can

define the effective Born radius using an unshielded Coulomb

field for the electric displacement field induced by the charge qn,

as proposed originally by Still et al.57 The GB approximation

that uses this approach will be called the generalized Born with

symmetric descreening (GBSD) approximation hereafter. One

can also define the effective Born radius using an alternative

formula suggested by Grycuk.58 The GB approximation that uses

Grycuk’s formulation will be called the GB with asymmetric

descreening (GBAD) approximation. In the present paper we use

both GBSD and GBAD approaches. More details on the model

physics of these approximations are given in Ref. 70.

2.6 Computational protocols based on molecular orbitals

determined in the ground-state reaction field

The reaction field F depends on the solute wave function.

Therefore, the effective Hamiltonian in eqn (4) can differ for the

ground and excited electronic states of the solute molecule in

solution. In the present article we will consider solving electronic

structure problems with the effective Hamiltonian of eqn (4)

using several computational protocols summarized in Table 2.

For some approximations considered here, the electronic

excitation may be described by any electronic structure method,

for example, configuration interaction with single excitations

(CIS),71–74 the complete active space self-consistent field method

(CASSCF),75,76 equation-of-motion coupled cluster theory with

single and double excitations (EOM-CCSD),77 or TDDFT.30–33

However, in the present study we consider only the CIS and

TDDFT implementations of the computational protocols

described below.

The CIS calculations are carried out just like gas-phase CIS

except that H0 is replaced by H0 + F, where the various

approximation schemes correspond to different choices of F in

the SCF step to obtain the molecular orbitals (MOs) and in

forming the CIS matrix to be diagonalized. The TDDFT
This journal is ª The Royal Society of Chemistry 2011
calculations can be discussed in the same way. In particular, we

use eqn (9), (10), and (13) of Scalmani et al.78 with matrix

elements of nPCM (in their notation) replaced by matrix elements

of F, in the present notation. In that procedure, their eqn (13) is

the matrix to be diagonalized, and, just as in CIS, it is built using

singly excited configurations defined in terms ofMOs obtained in

a prior SCF step.

For the excited state calculations in the present section we

always construct the CIS or TDDFTmatrix using configurations

built from the equilibrium SCRF ground-state orbitals, and we

omit the ground-state configurations before diagonalizing the

CIS or TDDFT matrix. This would not make a difference if the

configurations were constructed from SCF orbitals obtained

with the same Hamiltonian used to describe the excited state or if

the excited state had a different symmetry than the ground state,

but it does make a difference for some of the calculations carried

out here (some examples are mentioned below). When it does

make a difference because the SCF orbitals were obtained with

a different Hamiltonian, our motivation for omitting the ground

state is to ensure that the nonequilibrium excited state is

orthogonal to the equilibrium ground state. Failure to enforce

this can lead to spurious convergence of excited-state iterations

to the ground-state solution or a solution with an unphysical

admixture of the ground state.

The first computational protocol we use corresponds to a gas-

phase calculation (gas) with no solvation effects included in the

treatment of the ground or excited electronic state (F h 0).

The second computational protocol is called the ground-state

reaction field (GSRF) approximation. The GSRF method eval-

uates the excitation energy using an approximation that the

excited-state reaction field is equal to the ground-state reaction

field. A GSRF calculation involves two steps: (i) solve the SCF

equations for the ground state in solution to obtain the ground-

state molecular orbitals and the corresponding orbital energies as

eigenfunctions and eigenvalues of the liquid-phase Fock oper-

ator, respectively; (ii) run a CIS or TDDFT calculation on these

MOs and orbital energies by diagonalizing the corresponding

CIS or TDDFT matrix. Considering only the CIS case for

simplicity, we define a matrix to be diagonalized using the

following equation
Chem. Sci., 2011, 2, 2143–2161 | 2149
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HGSRF
ia,jb ¼ dijdab[3a � 3i] � (jakib) (37)

where the indices i and j run over all occupied molecular

orbitals and the indices a and b run over all virtual orbitals,

(jakib) is the corresponding two-electron repulsion integral in

the molecular orbital basis, and 3p is the energy of the orbital

jp (p ¼ a or i). The quantities 3p and jp are defined by the

following equation

�F |jpi ¼ 3p|jpi (38)

where the operator on the left-hand side is the liquid-phase Fock

operator defined as

F ¼ hþ
X
q

ðJq � KqÞ þ F (39)

where h is the one-electron operator, J and K are the Coulomb

and exchange operators, respectively, and the index q runs over

all electrons in the solute molecule. Within the GSRF protocol,

the excitation energy of eqn (1) is simply equal to the corre-

sponding eigenvalue of the CIS matrix defined by eqn (37).

Therefore, we have

uGSRF ¼E � �E (40)

which is equivalent to

uGSRF ¼ E0 � E0 þ hJjFjJi � hJjFjJi (41)

where the quantities E are the corresponding ground- and

excited-state eigenvalues of the effective HamiltonianH0 + �F, the

quantities E0 are the corresponding ground- and excited-state

expectation values of H0, and the last two terms in eqn (41) can

be expressed using the solute’s ground- and excited-state elec-

trostatic potentials, yielding the following equation in terms of

the PCM approach

uGSRF ¼ E0 � E0 þ
X
m

ðVm � VmÞQm (42)

Note that the GSRF protocol need not involve an explicit

calculation of the quantities E0, and they are not required for

evaluation of uGSRF. The quantity uGSRF is associated in the

literature with the notations DEGS
K0, DE0, and uK

0.51,79,80

Comparing eqn (1) to eqn (42), and using eqn (12) to define the

ground-state polarization free energy, one can readily obtain the

GSRF definition of the excited-state polarization free energy as

follows

G
GSRF

P ¼
X
m

�
Vm � 1

2
Vm

�
Qm (43)

Comparing eqn (43) to eqn (23) or to eqn (28), one can see that

eqn (43) yields the full excited-state polarization free energy only

if 3opt ¼ 1, i.e., when all the charges are slow. In the case of 3opt >

1, the GSRF approach does not account for the state-specific

relaxation of the reaction field (specific to the excited state)

because eqn (43) does not involve the fast excited-state polari-

zation charges.

The third computational protocol is called the corrected

ground-state reaction field (cGSRF) approximation. Using

Partition II, the cGSRF excitation energy is defined by
2150 | Chem. Sci., 2011, 2, 2143–2161
ucGSRF ¼ uGSRF þ 1

2

X
m

ðVm � VmÞðQ
dyn

m �Q
dyn

m Þ (44)

where the last term can be understood as a state-specific

correction to the GSRF excitation energy. Eqn (44) is equivalent

to eqn (31), and the cGSRF equation for the nonequilibrium

excited-state polarization free energy is equivalent to eqn (28).

The GB expression of eqn (44) is given by

ucGSRF ¼ uGSRF � 1

2

3opt � 1

3opt

X
n;n

0
ðqn � qnÞ gnn

0 ðqn0 � qn0 Þ (45)

which is equivalent to eqn (36). The quantities with a double bar

in eqn (44) and (45) are calculated explicitly using the excited-

state electron density after a single diagonalization of the CIS or

TDDFT matrix. Note that in Gaussian 0938 there are two options

for calculating the excited-state CIS or TDDFT density which

will be discussed later on.

The fourth computational protocol is the vertical excitation

model or VEM that can be understood as a self-consistent state-

specific extension of the GSRF method. In other words, the

cGSRF calculation can be considered the first iteration of the

VEMmethod. The VEM iterative procedure itself is described in

detail earlier in Section 2.4. The VEMmethod is the first method

considered in which the Hamiltonian used to construct the CIS

matrix is not the same as the Hamiltonian used to obtain the

molecular orbitals because of using different reaction fields in the

two Hamiltonians. See Table 2 for a summary of the methods in

this section and the next that emphasizes this distinction.

The CIS matrix at the kth iteration is defined by

HVEM
ia;jb

ðkÞ ¼ dijdab½3a � 3i� � ðjajjibÞ
þ dij

	
jajDFðkÞjjb


� dab
	
jijDFðkÞjjj



(46)

where 3p and jp (p ¼ a, b, i or j) are defined by eqn (38) and (39),

and DF(k) is defined by

DFðrÞðkÞ ¼ FðrÞðkÞ � FðrÞ

¼
X
m

Q
el

m

ðk�1Þ
�Q

el

m

jr� rmj ¼
X
m

Q
dyn

m

ðk�1Þ
�Q

dyn

m

jr� rmj
(47)

Note that when eqn (8) is used, the quantity |r–rm|
�1 in eqn (47)

is substituted with gm(r) defined by eqn (9). The quantities given

in eqn (46) and (47) without the superscript (k) or (k�1) remain

unchanged during the VEM iterations, and they are the same as

those used in the GSRF and cGSRF protocols.

Using Partition II, the VEM excitation energy at the kth iter-

ation (k > 1) is defined by

u
ðkÞ

VEM ¼ u�
VEM

ðkÞ � 1

2

X
m

½V ðkÞ
m � Vm�½Q

dynðkÞ
m �Q

dyn

m � (48)

where the first term is the corresponding eigenvalue of the matrix

defined by eqn (46). It is apparent that one may consider the

cGSRF calculation as the first VEM iteration by replacing eqn

(48) with eqn (44) at k ¼ 1. The superscript (k) in eqn (48) can be

omitted if we assume that the VEM procedure has converged,

that is, DF(k) z DF(k�1). Then, eqn (48) can be expressed in terms

of the ground- and excited-state expectation values E0 of the gas-

phase HamiltonianH0, resulting in eqn (31). See the proof of that

in the ESI.† The VEM nonequilibrium excited-state polarization
This journal is ª The Royal Society of Chemistry 2011
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free energy at the final iteration is given by eqn (28). The GB

expression of eqn (48) is given by

uVEM
ðkÞ ¼ u�

VEM
ðkÞ

þ 1

2

3opt � 1

3opt

X
n;n

0
½q ðkÞ

n � qn�gnn
0 ½q ðkÞ

n
0 � qn0 � (49)

which is equivalent to eqn (36). The quantities with a double bar

in eqn (48) and (49) are calculated explicitly using the excited-

state electron density after diagonalization of the corresponding

CIS or TDDFT matrix at the current iteration.

The VEM scheme has been implemented using CIS both with

the GB approximation25 (in particular, GBSD) and with PCM,79

and the first VEM implementation for TDDFT is presented in

this article. Note that in the original implementation25 of the

VEM, we did not remove the ground state from the CIS matrix.

This had no effect on the results because the excited state of the

system treated in Ref. 25 (acetone) has a different symmetry than

the ground state. Among the molecules considered here,

however, there are three cases where it would matter, namely

C153, IM, and JM. Thus, we emphasize that VEM is defined

such that, when it matters, the ground state should be removed

from the matrix to be diagonalized.

The literature has two additional PCMTDDFT schemes based

on ground-state MOs in the ground-state reaction field, and both

of these have been tested in the present study: namely, the solvent-

induced linear response (LR) method24,26,51,78 and the corrected

linear response (cLR)method.51,80Contrary to eqn (46) used in the

VEM calculation, the TDDFT A and B matrices used in the LR

calculation donot contain the excited-state reaction field operator

[see, for instance, eqn (10)–(12) in Ref. 51]. Instead, they include

the nPCMia,jb perturbation termor, in otherwords, linear response term

defined by eqn (13) in Ref. 51 using the ground-state molecular

orbitals in solution jp (p¼ a, b, i or j) from eqn (38) in the present

paper (as usual, the indices i and j run over all occupied molecular

orbitals and the indices a and b run over all virtual orbitals). The

matrix element nPCMia,jb accounts for a dispersion-like interaction12

between the charge distribution ja*ji and the dynamic contri-

bution to the solvent reaction potential due to the charge distri-

bution jb*jj. The LRCISmatrix is the same as the GSRFmatrix

defined by eqn (37), except that the former includes nPCMia,jb . There-

fore, the difference between the excitation energy uLR and uGSRF

is solely due to the term nPCMia,jb included in the LR scheme.

The LR scheme has been widely used because it was the default

in Gaussian 0337 and in Gaussian 0938 through revision B.01. We

emphasize this point because many solvated excited-state calcu-

lations in the literature fail to indicate the protocol used to

determine the excited-state energy.

The cLR method involves two independent CIS or TDDFT

calculations.51,80 The first one is the GSRF calculation to obtain

uGSRF. The second one is the LR calculation to obtain the LR

excited-state electron density. Then, the excitation energy ucLR is

calculated by eqn (44) where the second term is computed using

the LR excited-state electron density. Therefore, the difference

between the excitation energy ucLR and ucGSRF is solely due to

the term nPCMia,jb included in the second CIS or TDDFT calculation

to evaluate the second term of eqn (44) within the cLR scheme.

The excitation energy uLR is not used in the ucLR calculation.
This journal is ª The Royal Society of Chemistry 2011
The methods in Table 2 that evaluate the excited-state electron

density iteratively in the nonequilibrium excited-state reaction

field will be called self-consistent in the present article. The

methods that explicitly compute the fast polarization contribu-

tion to the excited-state polarization free energy using the elec-

tron density of the specific excited state will be called state-

specific. There are three self-consistent methods in Table 2,

namely, VEM, IBSF, and IESRF (the latter two are discussed in

the next section). There are five state-specific methods, namely,

cGSRF, VEM, cLR, IBSF, and IESRF. Note that VEM, IBSF,

and IESRF are both self-consistent and state-specific, whereas

GSRF and LR are neither self-consistent nor state-specific.

We also note that, among the methods in Table 2, only GSRF

and LR are variational in the sense that the total energy in

solution is explicitly required to be stationary with respect to

both theMO coefficients and the CIS or TDDFT amplitudes. All

the other methods in Table 2 are characterized by a coupling

betweenMO coefficients and the CIS or TDDFT amplitudes that

is introduced by the solvent reaction field and prevents

a straightforward variational formulation of the method.

The excitation energies computed in the present study by the

above protocols are all calculated at the solute ground-state

molecular geometries in solution, which is appropriate for

describing absorption (vertical electronic excitation). We do not

consider here adiabatic solvation when one optimizes the

geometry to minimize the energy of the adiabatically solvated

excited state. In the latter case, it would correspond to a case

when an excited state is equilibrated with the solvent, and this

would be an initial state for fluorescence.
2.7 Computational protocols based on molecular orbitals

determined in the excited-state reaction field

The next method we discuss is a method originally developed by

Improta, Barone, Scalmani, and Frisch within the PCM frame-

work,81 and we call it the IBSF scheme after the names of the

authors. In the present work, this scheme has been extended to

the GB approach.

Similar to the VEM approach, the IBSF scheme can be

considered a self-consistent state-specific extension of the GSRF

method. According to the IBSF method, one runs an equilibrium

ground-state SCRF calculation first to obtain a set of the slow

polarization charges by solving eqn (15) or eqn (16) (depending on

a particular partition scheme). These equilibrium ground-state

charges will remain fixed during the whole IBSF procedure. Next,

one runs a GSRF calculation that involves a diagonalization of

the CIS or TDDFTmatrix constructed using the quantities 3p and

jp defined by eqn (38), resulting in the excited-state wave function

which is used to obtain the column vector bby eqn (20) and then to

obtain a set of the excited-state fast polarization charges by

solving eqn (18) or eqn (19) with the column vector b. These

excited-state fast polarization charges along with the fixed slow

charges are used to construct the nonequilibrium excited-state

reaction field using eqn (13) or eqn (14). Then, a new ground-state

SCRF calculation is done using this new reaction field to obtain

a new set of ground-state MOs and orbital energies (which no

longer correspond to the original ground state). Then, one repeats

the CIS or TDDFT calculation using the new set of 3p and jp to

evaluate the excited-state fast polarization charges again in order
Chem. Sci., 2011, 2, 2143–2161 | 2151
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to update the nonequilibrium reaction field for the use in the next

IBSF iteration which includes a new ground-state SCRF calcu-

lation followed by a CIS or TDDFT calculation. The IBSF CIS

matrix at the kth iteration is defined by eqn (37) in which one

replaces the quantities 3p and jp defined by eqn (38) with their

counterparts 3p
(k) and jp

(k) defined as the corresponding eigene-

nergies and eigenfunctions of the following Fock operator:

F ðkÞ ¼ hþ
X
q

ðJq � KqÞ þ FðkÞ (50)

where the last term is the nonequilibrium excited-state reaction

field at the kth iteration constructed according to eqn (13) or (14)

in the PCM case or according to eqn (34) in the GB case using the

corresponding excited-state charges obtained at the previous

IBSF iteration. Therefore, the fast polarization effects are

introduced into the CIS or TDDFT calculation implicitly

through the modified ground-state molecular orbitals and orbital

energies whereas the VEM method treats such effects explicitly

through the last two terms of eqn (46) without modifying the

ground state. Besides, within the VEM approach the resulting

excited state always remains orthogonal to the equilibrium

ground state, which is the initial state of the excitation process,

whereas within the IBSF approach such orthogonality cannot

hold as soon as eqn (39) is replaced with eqn (50) unless the

excited state has a different symmetry.

The IBSF excitation energy is calculated using the nonequi-

librium excited-state polarization free energy defined by eqn (12)

in the work of Improta et al.,81 which is equivalent to eqn (23)

here given in terms of Partition I. We can define the IBSF exci-

tation energy at the kth iteration (k > 1) using Partition II as

u
ðkÞ

IBSF ¼ u�
IBSF

ðkÞ þ E
ðkÞ
0 � E0 þ

X
m

½V ðkÞ
m � Vm�Qm

þ 1

2

X
m

½V ðkÞ
m � Vm�½Q

dyn

m ðkÞ �Q
dyn

m �
(51)

where the first term is the corresponding eigenvalue of the IBSF

CIS matrix at the kth iteration, the second term is the expectation

value of the gas-phase HamiltonianH0 for the ground-state wave

function at the kth iteration corresponding to a set of 3p
(k) and jp

(k)

obtained using the Fock operator of eqn (50), and the third term

is the expectation value of H0 for the equilibrium ground-state

wave function corresponding to a set of 3p and jp defined by eqn

(38). The GB expression of eqn (51) is given by

u
ðkÞ

IBSF ¼ u�
IBSF

ðkÞ þ E
ðkÞ
0 � E0 � 30 � 1

30

X
n;n

0
½qn ðkÞ � qn�gnn

0 qn0

� 1

2

3opt � 1

3opt

X
n;n

0
½qn ðkÞ � qn�gnn

0 ½qn0 ðkÞ � qn0 �

(52)

The quantities with a double bar in eqn (51) and (52) are calcu-

lated explicitly using the excited-state electron density after diago-

nalization of the corresponding CIS or TDDFT matrix at the

current iteration. Note that in the GB implementation of the IBSF

method the first IBSF iteration (k ¼ 1) is equivalent to the GSRF

calculation whereas in the original PCM/IBSF implementation81 the

first IBSF iteration is simply a gas-phase calculation with no

solvation effects included in the treatment of the ground or excited

electronic state (F h 0).
2152 | Chem. Sci., 2011, 2, 2143–2161
Eqn (51) for the IBSF protocol differs from eqn (31) for the

VEM protocol, in particular, because the first term of eqn (51) by

definition is not the same as E0 � �E0 in eqn (31). Therefore, the

IBSF protocol cannot be treated as an approximation to VEM.

To make the comparison of VEM and IBSF meaningful, we have

modified eqn (52), which is the GB analog of eqn (51), as follows

u
ðkÞ

IESRF ¼ uGSRF

� 1

2

3opt � 1

3opt

X
n;n

0
½ q ðkÞ

n � qn�gnn
0 ½ q ðkÞ

n
0 � qn0 � (53)

where the modified IBSF method is called the implicit excited-

state reaction field (IESRF) model. The first term of eqn (53) is

the corresponding eigenvalue of the GSRFmatrix defined by eqn

(37) in terms of the ground-state MOs of eqn (38). This term does

not change after the first iteration. The second term in eqn (53) is

the same as the last term of eqn (52), and it is calculated itera-

tively using the excited-state electron density after diagonaliza-

tion of the corresponding CIS or TDDFT matrix at the current

iteration.
2.8 Additional computational details

The electronic excitation in all the systems studied in the present

work is described using two electronic structure methods: (i) the

CIS wave function method based on intermediate-neglect-of-

differential-overlap molecular orbital (INDO) theory82,83 (in

particular, INDO/S284 where S2 refers to spectroscopy-parame-

terization 2); (ii) TDDFT with the M0641,42 density functional

and the MG3S basis set85,86 (the latter is identical to 6-311+G

(2df,2p)87–89 for elements with atomic numbers 14 or lower).

The excitation energies were calculated at the gas-phase

ground-state molecular geometries in the case of gas-phase

excitation energy calculations and at the corresponding liquid-

phase ground-state molecular geometries in the case of liquid-

phase excitation energy calculations. Molecular geometries were

optimized using M06-2X/MG3S in the case of acetone, acrolein,

methanal, methylenecyclopropene and pyridine, and using the

M06-2X density functional41,42 with the 6-311G(d,p) basis set87 in

the case of coumarin 153, indolinedimethine-malononitrile and

julolidine-malononitrile. The optimizations in solution were

carried out using the SMD solvation model49 of Gaussian 09.38

The CIS/INDO/S2 calculations were carried out using the

following computational protocols: gas, GSRF/GBSD, cGSRF/

GBSD, VEM/GBSD, IBSF/GBSD, and IESRF/GBSD. For

liquid-phase CIS/INDO/S2 calculations, we employed the

SM5.42 values90,91 of intrinsic Coulomb radii (see Table 3). All

the CIS/INDO/S2 calculations in the present work were per-

formed using a locally modified version of the ZINDO

program.92 All the liquid-phase CIS/INDO/S2 calculations use

the GBSD approximation based on CM2 class IV partial atomic

charges.93,94

The TDDFT/M06/MG3S calculations were carried out using

the following protocols: gas, GSRF/GBAD, GSRF/PCM,

cGSRF/PCM, VEM/GBAD, VEM/PCM, LR/PCM, cLR/

PCM, IBSF/GBAD, IBSF/PCM, and IESRF/GBAD. For the

GBAD and PCM calculations, we employ the SM8AD70 and

SMD49 values of intrinsic atomic Coulomb radii, respectively,
This journal is ª The Royal Society of Chemistry 2011
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and we also tested the universal force field (UFF) radii95 scaled

by 1.1 (Gaussian 09’s default) in selected liquid-phase TDDFT

calculations. The GB calculations with TDDFT use the GB

approximation based on the CHELPG partial atomic charges

where CHELPG stands for Charges from Electrostatic Poten-

tials using a Grid-based method.96 We used locally modified

(Minnesota) versions of Gaussian 0337 and Gaussian 0938 along

with the original version of Gaussian 0938 to carry out all the

GB calculations with TDDFT, we used a locally modified

(Pisa) version of Gaussian 0938 to carry out the cGSRF/PCM

and VEM/PCM calculations, and we used the original version

of Gaussian 0938 to carry out all other TDDFT computations

(namely, gas, GSRF/PCM, LR/PCM, cLR/PCM, and IBSF/

PCM). The GBSD/TDDFT calculations are also possible but

we present here only the GBAD/TDDFT results because they

are more closely related to the PCM/TDDFT ones. Indeed, as

measured against (ground-state) electrostatic energies calcu-

lated by solving the nonhomogeneous Poisson equation, the

GBAD approach is more accurate than the GBSD method.70

All the TDDFT calculations are based on the full TDDFT

matrix equations, as given by Casida.31 Solvent-response

TDDFT in the Tamm-Dancoff approximation97 to TDDFTmay

be an interesting subject for future consideration.

The VEM/GB protocol used here is identical to the VEM42

model developed in Ref. 25 and implemented in a local version of

the ZINDO program (ZINDOMN version 1.2),98 except for two

modifications. First, the last term (‘‘cross-term’’) of eqn (20) in

Ref. 25 has been removed. This term was the result of an

inconsistent partition within the original VEM42 formulation

and is therefore not present in the VEM method presented here.

Second, the version98 of the ZINDO code used in the VEM42

calculations by default calculated the CIS matrix that includes

theH0n elements where ‘‘0’’ refers to the Slater determinant of the

ground state in solution and ‘‘n’’ refers to the nth excited-state

determinant generated by single excitations from orbitals occu-

pied in the ground-state Slater determinant to virtual orbitals. In

the present study, we do the CIS in the basis of singly excited

basis states rather than in the basis of the ground state plus singly

excited states, forcing the resulting vertically excited state of

interest in solution to be orthogonal to the initial ground state.

One can do this by working in the orbital basis of the ground-

state SCRF calculation and deleting the first row and column of
Table 3 Intrinsic Coulomb radii (�A) of various typesa

Atom Z

SM8AD SMD

SM5.42 1.1 � UFFaH $ 0.43b aH ¼ 0c aH $ 0.43b aH ¼ 0c

H 1 1.02 0.80 1.20 1.20 0.91 1.5873
C 6 1.75 1.75 1.85 1.85 1.78 2.1186
N 7 1.94 1.94 1.89 1.89 1.92 2.013
O 8 1.52 2.29 1.52 2.29 1.60 1.925
F 9 1.68 1.68 1.73 1.73 1.50 1.8502

a Radii are given only for the elements in the studied molecules (Fig. 1).
The SM8AD radii for H and O and the SMD radius for O are defined as
functions of Abraham’s hydrogen bond acidity parameter (aH) for
a given solvent (Table 1). The remaining radii do not depend on
solvent descriptors. b In methanol and water. c In cyclohexane,
dimethyl sulfoxide, n-hexane, and n-pentane.

This journal is ª The Royal Society of Chemistry 2011
the CIS matrix corresponding to the H0n elements even though

the matrix need not be block diagonal. As noted above, VEM is

now defined to always involve the removal of the liquid-phase

ground state from the expansion of the liquid-phase excited-state

wave function.

The VEM/PCM algorithm implemented in Gaussian 09

employs eqn (48) and not eqn (31) because the latter requires

a computation of the excited-state expectation energy E0 of the

gas-phase Hamiltonian, and this is not available within the

current VEM/PCM implementation. The VEM/GB algorithm

implemented in ZINDOMN employs eqn (36), which is the GB

analog of eqn (31), according to the original VEM42 formula-

tion,25 but it can also use eqn (49) which is the GB analog of eqn

(48). Note that both equations yield identical VEM excitation

energies upon convergence of the VEM procedure. The GSRF/

GB and PCM calculations with Gaussian always employ eqn

(40). The GSRF/GB calculations with ZINDOMN can use either

eqn (40) or the GB analog of eqn (42). Both of these yield

identical excitation energies.

There are two schemes in Gaussian 0938 to calculate excited-

state molecular properties such as electrostatic potentials when

one employs CIS or TDDFT. The first scheme calculates excited-

state molecular properties using only the CIS wave function or its

TDDFT analog; these correspond to the so-called unrelaxed

excited-state density (UD) (keyword density ¼ rhoci). Another

option is to use the Z-vector or relaxed-density (RD)

approach.74,78,99 The latter is the preferred (and default),

although computationally more expensive, method to calculate

excited-state properties within CIS or TDDFT in Gaussian 09

because using the excited-state RD matrix partially accounts for

orbital relaxation effects in response to electronic excitation

while such effects are not accounted for when one uses the

excited-state UD which is simply based on the single-excitation

amplitudes. The difference between the UD and RD approaches

is described in more detail elsewhere.74,78,99

In implementing the VEM/PCM method in Gaussian 0938 we

considered two variants: the first is a ‘‘full’’ perturbation

approach VEM(f) which corresponds to eqn (46), while in the

second version we considered only the ‘‘diagonal’’ elements of the

DF(k) state-specific reaction field operator. We call this approach

VEM(d) and it corresponds to a modification of eqn (46)

whereby we include the last two terms on the right hand side only

for b ¼ a and j ¼ i. Our motivation to explore the behavior of

VEM(d) with respect to VEM(f) lies in the fact that the ‘‘full’’

state-specific reaction field operator may lead to an undesirable

and unphysical coupling. In fact, both in the solution of the CIS

or TDDFT equations and the solution of the Z-vector equations,

the reaction field operator DF(k) introduces additional couplings

in the occupied-occupied, virtual-virtual, and occupied-virtual

manifolds that effectively represent a mixing between the ground

and excited states. Those couplings are not introduced by

VEM(d). Note that both types of VEM/PCM calculations can be

carried out either with the UD or the RD approach leading to the

four variants VEM(f,RD), VEM(f,UD), VEM(d,RD) and

VEM(d,UD). We have also developed the GB analog of

VEM(d,RD) for CIS or TDDFT calculations using Gaussian 09.

See the ESI for more details on the VEM(d,RD)/GB protocol.†

This is the only VEM/GB protocol used in the TDDFT/M06/

MG3S calculations in the present study.
Chem. Sci., 2011, 2, 2143–2161 | 2153
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In all TDDFT calculations with Gaussian 09 that require

explicit evaluation of the excited-state electrostatic potential or

polarization charges we use the RD approach. Namely, we use

the RD approach to compute the second term of eqn (44) for

cGSRF/PCM and cLR/PCM, the second term of eqn (48) for

VEM(f,RD)/PCM and VEM(d,RD)/PCM, the last two terms of

eqn (51) for IBSF/PCM, the last two terms of eqn (52) for IBSF/

GBAD, and the second term of eqn (53) in the case of IESRF/

GBAD. We used the UD approach to compute the second term

of eqn (48) for VEM(d,UD). Note that the ZINDOMN calcu-

lations presented in this paper correspond to VEM(f,UD), and

they were carried out using the unrelaxed CIS density because

this is the only option in ZINDO.

A few qualitative remarks should be made about our choice of

a partition scheme in the present study. Partition I and Partition

II yield the same expressions for the nonequilibrium excited-state

reaction field and polarization free energy (see the ESI for the

proof of this†). Historically, the preference of one partition over

another has been motivated only by the requirements of a specific

computational code.17 Thus, the cGSRF/PCM, VEM/PCM, and

cLR/PCM calculations here were performed using Partition II

whereas the IBSF/PCM calculations were performed using

Partition I. Within the GB approach we can use any partition.

However, to analyze the fast and slow components of the

nonequilibrium excited-state polarization free energy or the

corresponding solvatochromic shift, we will use Partition II.

Note that the GSRF and LR calculations do not use any parti-

tion scheme because these methods are not state-specific, and

they do not involve the explicit evaluation of fast and slow

polarization charges.
Table 4 Vertical excitation energies (ugas, cm
�1) in the gas phasea

Solute CIS/INDO/S2
TDDFT/M06/
MG3S Reference

Acetone 33055 36067 35975
Acrolein 30386 29617 29762
C153 29241 27606 27600
IM 25805 27634 n/a
JM 26610 26553 n/a
Methanal 33346 31952 31294
MCP 35568 32981 n/a
Pyridine 34828 37856 37323

a Reference data are described in Section 3; n/a means not available.
3. Reference data

Calculated excitation energies u and solvatochromic shifts Du of

the lowest excited states of acetone, acrolein, C153, IM, JM,

methanal, MCP, and pyridine in polar and nonpolar solvents will

be compared with available reference data100–111 and the rest of

this section is devoted to explaining the sources of this data.

We use reference data for acetone and acrolein obtained from

experimental UV absorption spectra. The reference excitation

energies of the n / p* transition of acetone in the gas phase, n-

hexane, and water are 35975, 35940, and 37760 cm�1, respec-

tively.111 The reference excitation energies of the n / p* tran-

sition of acrolein in gas, n-hexane, and water are 29762,103

29895,102 and 31746 cm�1,100 respectively.

The reference excitation energy of the n / p* transition of

methanal in the gas phase (31294 cm�1) was obtained from

a CC3/aug-cc-pVQZ calculation.109 The corresponding excita-

tion energy of methanal in water (33079 cm�1) was evaluated by

using the gas-phase reference excitation energy and assuming

that the gas–water solvatochromic shift of methanal is identical

to that of acetone as suggested in Ref. 110 (the latter was taken

from Ref. 111). The reference excitation energy of methanal in n-

hexane (31259 cm�1) was evaluated by assuming that the corre-

sponding gas–hexane shift of methanal equals that of acetone.111

The reference excitation energy for the n / p* transition of

pyridine in cyclohexane (37000 cm�1) is obtained from the UV

absorption spectrum.101 The reference value of u in the gas phase

(37323 cm�1) is evaluated in the present work by using the
2154 | Chem. Sci., 2011, 2, 2143–2161
reference excitation energy of pyridine in cyclohexane and

assuming that the gas–cyclohexane solvatochromic shift of

pyridine is the average of the corresponding shifts of pyrimidine

and pyrazine measured in Ref. 101. The reference value of u in

water (39813 cm�1) is evaluated by using the reference excitation

energies of pyridine in cyclohexane and assuming that the

cyclohexane–water solvatochromic shift of pyridine is the

average of the corresponding experimental shifts of pyrimidine

and pyrazine.101

The UV absorption excitation energy of C153 in the gas phase,

cyclohexane, and dimethyl sulfoxide are 27600, 25980, and 23740

cm�1, respectively.106 There are no gas-phase reference excitation

energies for the remaining three solutes. We have the values of u

from the UV absorption spectra of IM in cyclohexane (23392

cm�1) and acetonitrile (22989 cm�1),108 JM in cyclohexane (22936

cm�1) and acetonitrile (21930 cm�1),107 and MCP in n-pentane

(32362 cm�1) and methanol (36232 cm�1).105
4. Results

Table 4 presents vertical excitation energies of all solute mole-

cules calculated in the gas phase (ugas) using CIS/INDO/S2 and

TDDFT/M06/MG3S. Results of CIS/INDO/S2 liquid-phase

calculations with the GBSD model are presented in Tables 5 and

6. In particular, Table 5 shows vertical excitation energies of

acetone, acrolein, C153, methanal, and pyridine in one polar and

in one nonpolar solvent (usol), and the corresponding sol-

vatochromic shifts calculated as ugas � usol. Table 6 shows

vertical excitation energies of IM, JM, andMCP in one polar and

in one nonpolar solvent. Since the reference values of ugas are not

available for these three solutes, we define the corresponding

shifts as a shift in a polar solvent relative to a nonpolar solvent,

i.e., as usol(1) � usol(2) where usol(1) refers to the nonpolar solvent

and usol(2) refers to the corresponding polar solvent.

Tables 7 and 8 show results of TDDFT/M06/MG3S liquid-

phase calculations with the GBAD model for acetone, acrolein,

C153, methanal, and pyridine, and for IM, JM, and MCP,

respectively. Tables 9 and 10 show results of the corresponding

liquid-phase calculations with the PCM model.

Table 11 provides, as an example, a breakdown of the

nonequilibrium components of the vertical excitation energy for

the molecules of interest. Table 12 shows ground- and excited-

state values of the dipole moment and selected partial atomic

charges in the studied molecules in the gas phase and in solution.
This journal is ª The Royal Society of Chemistry 2011
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Table 5 Vertical excitation energies (usol, cm
�1) and solvatochromic

shifts (Du, cm�1) calculated for acetone, acrolein, C153, methanal, and
pyridine using CIS/INDO/S2 and GBSDa

Protocol

Nonpolar solvent Polar solvent

usol Du usol Du

Acetone, n / p* (1A2)
n-Hexane Water

GSRF 33638 �583 34306 �1251
cGSRF 33277 �222 33947 �892
VEM(f,UD) 33266 �211 33936 �881
IBSF 33754 �699 35904 �2849
IESRF 33229 �174 33899 �844
Reference 35940 35 37760 �1785
Acrolein, n / p* (1A0 0)

n-Hexane Water
GSRF 31129 �743 32095 �1709
cGSRF 30620 �234 31641 �1255
VEM(f,UD) 30552 �166 31596 �1210
IBSF 30915 �529 33952 �3566
IESRF 30410 �25 31492 �1106
Reference 29895 �133 31746 �1984
Coumarin 153, p / p* (1A)

Cyclohexane Dimethyl sulfoxide
GSRF 28873 368 28130 1111
cGSRF 28504 736 27594 1647
VEM(f,UD) 28251 990 27231 2010
IBSF 26928 2313 24623 4618
IESRF 28023 1218 26943 2298
Reference 25980 1620 23740 3860
Methanal, n / p* (1A2)

n-Hexane Water
GSRF 33695 �350 34035 �690
cGSRF 33427 �82 33773 �427
VEM(f,UD) 33419 �74 33764 �419
IBSF 33739 �394 35078 �1733
IESRF 33395 �50 33741 �396
Reference 31259 35 33079 �1785
Pyridine, n / p* (1B1)

Cyclohexane Water
GSRF 34978 �151 35503 �675
cGSRF 34669 159 35240 �412
VEM(f,UD) 34640 188 35219 �392
IBSF 34850 �22 36270 �1443
IESRF 34545 282 35153 �326
Reference 37000 323 39813 �2490

a Theoretical and reference values of Du are defined as ugas � usol where
the corresponding values of ugas are given in Table 4. Reference data are
described in Section 3.

Table 6 Vertical excitation energies (usol, cm
�1) and solvatochromic

shifts (Du, cm�1) calculated for IM, JM, and MCP using CIS/INDO/S2
and GBSDa

Protocol
Nonpolar solvent

Polar solvent

usol usol Du

Indolinedimethine-malononitrile, p / p* (1A0)
Cyclohexane Acetonitrile

GSRF 25116 24191 925
cGSRF 24896 24057 839
VEM(f,UD) 24837 24041 796
IBSF 24305 24044 261
IESRF 24778 24007 771
Reference 23392 22989 403
Julolidine-malononitrile, p / p* (1A)

Cyclohexane Acetonitrile
GSRF 25824 24530 1294
cGSRF 25104 23915 1189
VEM(f,UD) 24722 23669 1053
IBSF 22977 21827 1151
IESRF 24474 23535 939
Reference 22936 21930 1006
Methylenecyclopropene, p / p* (1B2)

n-Pentane Methanol
GSRF 36355 37882 �1527
cGSRF 33668 35177 �1509
VEM(f,UD) 33370 34855 �1485
IBSF 31329 36299 �4970
IESRF 32463 33934 �1472
Reference 32362 36232 �3870

a Theoretical and reference values of Du are defined as usol(1) � usol(2)

where usol(1) and usol(2) refer to the value of usol in the nonpolar and in
the polar solvent, respectively. Reference data are described in Section 3.
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5. Discussion

Before beginning the discussion of specific results, we should

make several qualitative remarks. All computed solvatochromic

shifts in this article are bulk-electrostatic contributions due to the

polarization of bulk solvent modeled by treating the solvent as

a dielectric continuum, and we do not treat explicitly other

possible contributions to solvatochromic shifts (for example, due

to dispersion, exchange repulsion, or charge transfer). We will

focus our discussion mainly on solvatochromic shifts in polar

solvents because the bulk-electrostatic contribution to the cor-

responding vertical energy there is likely to dominate the

dispersion and shorter-range repulsion contributions which are

undetermined in our calculations.

We will use here the established sign convention for sol-

vatochromic shifts,6 by which a ‘‘positive’’ shift (corresponding
This journal is ª The Royal Society of Chemistry 2011
to a decrease in frequency and increase in wavelength) is called

red (bathochromic), and a ‘‘negative’’ shift (with an increase in

frequency and decrease in wavelength) is called blue (hyp-

sochromic). All calculations of vertical excitation energies in

polar solvents (30 > 3opt) correspond to the regime of nonequi-

librium solvation. All calculations in nonpolar solvents are

carried out using 30 ¼ 3opt (see Table 1). In this case, eqn (23) and

(28) retain only the first term (all the solvent response is fast)

which becomes identical in the two equations. Such calculations

nominally correspond to the regime of equilibrium solvation at

the solute’s ground-state geometry, i.e., without the solute’s

nuclear relaxation.

First, we discuss qualitative trends in the GBSD/CIS/INDO/

S2 results presented in Tables 5 and 6. One can expect significant

blue shifts (especially in polar solvents) corresponding to the

lowest n / p* electronic transition of acetone, acrolein,

methanal, and pyridine because the dipole moments in these

molecules decrease by factors of 1.6–5.7 upon the electronic

excitation (Table 12), and, therefore, the excited electronic state

is solvated less favorably than the ground state. An even larger

blue shift is expected for the p / p* electronic transition in the

MCP molecule, which presents an interesting challenge for

theory because in this charge-transfer system the absolute value

of the dipole moment (�2.5 D) does not change substantially

between the ground and excited electronic states but its Z

component changes sign (Table 12). Tables 5 and 6 indicate that

all the tested protocols yield qualitatively correct predictions of

these blue shifts in polar solvents. The lowest p / p* electronic
Chem. Sci., 2011, 2, 2143–2161 | 2155
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Table 7 Vertical excitation energies (usol, cm
�1) and solvatochromic

shifts (Du, cm�1) calculated for acetone, acrolein, C153, methanal, and
pyridine using TDDFT/M06/MG3S and GBADa

Protocol

Nonpolar solvent Polar solvent

usol Du usol Du

Acetone, n / p* (1A2)
n-Hexane Water

GSRF 36330 �263 37304 �1237
VEM(d,RD) 36111 �44 36880 �813
IBSF 36518 �451 39162 �3095
IESRF 36175 �108 37041 �974
Reference 35940 35 37760 �1785
Acrolein, n / p* (1A0 0)

n-Hexane Water
GSRF 30105 �488 31567 �1950
VEM(d,RD) 29268 349 30690 �1073
IBSF 29301 316 32905 �3288
IESRF 29448 169 30922 �1305
Reference 29895 �133 31746 �1984
Coumarin 153, p / p* (1A)

Cyclohexane Dimethyl sulfoxide
GSRF 26861 745 25763 1843
VEM(d,RD) 25875 1731 24752 2854
IBSF 24507 3099 22274 5332
IESRF 26198 1408 25094 2512
Reference 25980 1620 23740 3860
Methanal, n / p* (1A2)

n-Hexane Water
GSRF 32056 �104 32466 �514
VEM(d,RD) 31984 �32 32218 �266
IBSF 32062 �110 33663 �1711
IESRF 31956 �4 32157 �205
Reference 31259 35 33079 �1785
Pyridine, n / p* (1B1)

Cyclohexane Water
GSRF 38114 �258 38537 �681
VEM(d,RD) 37479 377 38018 �162
IBSF 37822 34 39334 �1478
IESRF 37501 355 38042 �186
Reference 37000 323 39813 �2490

a See footnote a in Table 5.

Table 8 Vertical excitation energies (usol, cm
�1) and solvatochromic

shifts (Du, cm�1) calculated for IM, JM, and MCP using TDDFT/M06/
MG3S and GBADa

Protocol
Nonpolar solvent

Polar solvent

usol usol Du

Indolinedimethine-malononitrile, p / p* (1A0)
Cyclohexane Acetonitrile

GSRF 27367 27085 282
VEM(d,RD) 27174 26951 223
IBSF 26636 26362 274
IESRF 27192 26972 220
Reference 23392 22989 403
Julolidine-malononitrile, p / p* (1A)

Cyclohexane Acetonitrile
GSRF 26065 25416 649
VEM(d,RD) 25581 25086 495
IBSF 24977 23985 992
IESRF 25803 25253 550
Reference 22936 21930 1006
Methylenecyclopropene, p / p* (1B2)

n-Pentane Methanol
GSRF 34089 35877 �1788
VEM(d,RD) 32306 34014 �1708
IBSF 31542 35912 �4370
IESRF 32403 34223 �1820
Reference 32362 36232 �3870

a See footnote a in Table 6.
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transition of C153, IM, and JM is accompanied by a red shift in

part due to increase of the dipole moment upon excitation, which

makes the excited state more favorably solvated than the ground

state. All the methods in Tables 5 and 6 yield qualitatively correct

predictions of the red shift.

The TDDFT results are presented in Tables 7–10. All the

protocols yield qualitatively correct predictions of the blue shifts

for the transitions of acetone, acrolein, methanal, MCP, and

pyridine in polar solvents and the red shifts for the corresponding

transitions of C153, IM, and JM.

Table 11 gives a breakdown of the excited-state total polari-

zation energy into fast (dynamic) and slow (inertial) components.

The slow components dominate in the case of IM, JM,MCP, and

pyridine, with MCP (1644 cm�1) exhibiting the largest blue shift

due to the slow polarization. Note that the inertial component is

a nonequilibrium contribution that need not be negative or zero,

unlike the dynamic component that is always negative in Table

11 because the latter is an equilibrium contribution to the

nonequilibrium excited-state total polarization energy. Relaxa-

tion of the fast component of the excited-state reaction field (for

example, during the VEM iterations) for the case of 3opt > 1
2156 | Chem. Sci., 2011, 2, 2143–2161
always leads to the excited-state polarization free energy

computed by eqn (23) or (28) that is more negative or less positive

than the GSRF free energy computed by eqn (43) because the last

term of eqn (31), which accounts for such a relaxation, is nega-

tive. Recall that the GSRF protocol neglects the last term of eqn

(31). However, the VEM total excited-state energy of eqn (2) and

the resulting excitation energy of eqn (1) need not be more

negative or less positive than their GSRF counterparts. Indeed,

the total excited-state energy in solution can be expressed as

G ¼ �Egas + ugas + DE0 + GP (54)

where the first term is the ground-state total energy of the solute

molecule in the gas phase (i.e., the eigenvalue of the gas-phase

HamiltonianH0), the second term is the corresponding gas-phase

excitation energy, and the third term is the solute’s electronic

distortion energy in the excited electronic state relative to the

excited-state total energy of the solute molecule in the gas phase

which equals the sum of the first two terms of eqn (54). Since the

first two terms of eqn (54) are the same in the VEM and GSRF

models, the difference between uVEM and uGSRF is due to the

difference in the third and the fourth term of eqn (54). The

former may increase more rapidly than theGP term can decrease,

resulting in uVEM > uGSRF. However, among the excitations

considered in this paper, there is no example of such behavior

and we consistently observe uVEM < uGSRF.

In the case of TDDFT calculations, all four versions of the

VEM/PCM method described in Section 2.8 were tested, but we

omit to report the results from VEM(f,UD) which seems to

provide a strongly unbalanced description of the state-specific

reaction field operator DF(k) in eqn (46), probably because it

introduces coupling within the occupied and the virtual spaces,

but not between them. In particular, in the case of
This journal is ª The Royal Society of Chemistry 2011
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Table 9 Vertical excitation energies (usol, cm
�1) and solvatochromic

shifts (Du, cm�1) calculated for acetone, acrolein, C153, methanal, and
pyridine using TDDFT/M06/MG3S and PCMa

Protocol

Nonpolar solvent Polar solvent

usol Du usol Du

Acetone, n / p* (1A2)
n-Hexane Water

GSRF 36380 �313 37922 �1855
cGSRF 36263 �196 37694 �1627
VEM(f,RD) 36059 8 37270 �1203
VEM(d,RD) 36043 24 37258 �1191
VEM(d,UD) 35930 137 37163 �1096
LR 36347 �280 37857 �1790
cLR 36253 �186 37569 �1502
IBSF 36449 �382 39653 �3586
IBSF b 36460 �393 37862 �1795
Reference 35940 35 37760 �1785
Acrolein, n / p* (1A0 0)

n-Hexane Water
GSRF 30008 �391 31730 �2113
cGSRF 29658 �41 31277 �1660
VEM(f,RD) 28962 655 30126 �509
VEM(d,RD) 28779 838 30006 �389
VEM(d,UD) 28366 1251 29741 �124
LR 29979 �362 31673 �2056
cLR 29599 18 30943 �1326
IBSF 29354 263 32911 �3294
IBSF b 29593 24 31498 �1881
Reference 29895 �133 31746 �1984
Coumarin 153, p / p* (1A)

Cyclohexane Dimethyl sulfoxide
GSRF 26849 757 25804 1802
cGSRF 26490 1116 25477 2129
VEM(f,RD) 24721 2885 23241 4365
VEM(d,RD) 25308 2298 23996 3610
VEM(d,UD) 24630 2976 23549 4057
LR 26131 1475 25065 2541
cLR 26381 1225 25056 2550
IBSF 24933 2673 23000 4606
IBSF b 25205 2401 23259 4347
Reference 25980 1620 23740 3860
Methanal, n / p* (1A2)

n-Hexane Water
GSRF 32164 �212 33231 �1279
cGSRF 31941 11 32914 �962
VEM(f,RD) 31749 203 32543 �591
VEM(d,RD) 31746 206 32548 �596
VEM(d,UD) 31685 267 32465 �513
LR 32081 �129 33114 �1162
cLR 31932 20 32824 �872
IBSF 31776 176 33993 �2041
IBSF b 32012 �60 33124 �1172
Reference 31259 35 33079 �1785
Pyridine, n / p* (1B1)

Cyclohexane Water
GSRF 38377 �521 39481 �1625
cGSRF 37958 �102 39140 �1284
VEM(f,RD) 36989 867 38253 �397
VEM(d,RD) 36992 864 38254 �398
VEM(d,UD) 36530 1326 38055 �199
LR 38292 �436 39406 �1550
cLR 37862 �6 38873 �1017
IBSF 37610 246 40058 �2202
IBSF b 37666 190 39701 �1845
Reference 37000 323 39813 �2490

a See footnote a in Table 5. b This calculation was carried out using the
UFF Coulomb radii scaled by the factor of 1.1; all the other PCM
calculations were carried out using the SMD radii.

Table 11 Nonequilibrium free energy components (cm�1)a

Solute u0
�GP GP, dyn GP, in GP usol

Acetone 34627 �3751 �747 �590 �1337 37041
Acrolein 28356 �3526 �787 �173 �960 30922
C153 28155 �2923 �3385 �2599 �5984 25094
IM 27613 �7594 �3827 �4408 �8235 26972
JM 26749 �6020 �3526 �3991 �7517 25253
Methanal 30597 �2474 �582 �333 �914 32157
MCP 31074 �1767 �263 1644 1381 34223
Pyridine 36702 �1316 �262 285 24 38042

a These are obtained from the calculations of vertical excitation energies
for given compounds in the corresponding polar solvent using the
IESRF/GBAD/TDDFT/M06/MG3S protocol (see Tables 7 and 8). The

quantity u0 ¼ E0 � �E0 is evaluated by subtracting GP � �GP from usol

where usol is the excitation energy calculated by eqn (53) at the last

IESRF iteration, and GP and its dynamic and inertial components are
calculated using eqn (35) with the corresponding double-bar quantities
evaluated using the relaxed excited-state electron density.

Table 10 Vertical excitation energies (usol, cm
�1) and solvatochromic

shifts (Du, cm�1) calculated for IM, JM, and MCP using TDDFT/M06/
MG3S and PCMa

Protocol
Nonpolar solvent

Polar solvent

usol usol Du

Indolinedimethine-malononitrile, p / p* (1A0)
Cyclohexane Acetonitrile

GSRF 27352 27165 187
cGSRF 27253 27098 155
VEM(f,RD) 26720 26636 84
VEM(d,RD) 27052 26927 125
VEM(d,UD) 26981 26887 94
LR 25966 25940 26
cLR 27238 27047 191
IBSF 26680 26572 108
IBSF b 26765 26359 406
Reference 23392 22989 403
Julolidine-malononitrile, p / p* (1A)

Cyclohexane Acetonitrile
GSRF 26002 25396 606
cGSRF 25860 25321 539
VEM(f,RD) 24949 24572 377
VEM(d,RD) 25194 24744 450
VEM(d,UD) 24629 24405 224
LR 24716 24184 532
cLR 25792 25191 601
IBSF 25057 24227 830
IBSF b 25247 24390 857
Reference 22936 21930 1006
Methylenecyclopropene, p / p* (1B2)

n-Pentane Methanol
GSRF 33880 35825 �1945
cGSRF 32842 34805 �1963
VEM(f,RD) 30693 32382 �1689
VEM(d,RD) 31258 33073 �1815
VEM(d,UD) 30890 32965 �2074
LR 33654 35595 �1941
cLR 32585 33875 �1290
IBSF 31532 35876 �4344
IBSF b 31872 34753 �2881
Reference 32362 36232 �3870

a See footnote a in Table 6. b See footnote b in Table 9.

This journal is ª The Royal Society of Chemistry 2011 Chem. Sci., 2011, 2, 2143–2161 | 2157
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Table 12 Ground- and excited-state dipole moments and partial atomic
chargesa

Property

Gas Nonpolar solvent Polar solvent

Ground Excited Ground Excited Ground Excited

Acetone, n / p* (1A2)
mZ �3.13 �1.80 �3.47 �2.02 �4.68 �2.75
m 3.13 1.80 3.47 2.02 4.68 2.75
q(C) b 0.73 0.30 0.74 0.31 0.81 0.35
q(O) b �0.57 �0.31 �0.60 �0.33 �0.71 �0.40
Acrolein, n / p* (1A0 0)
mX 2.60 0.89 2.93 1.01 4.05 1.43
mY 2.19 �0.21 2.42 �0.17 3.11 0.07
m 3.40 0.92 3.80 1.03 5.11 1.44
q(C) b 0.56 0.14 0.57 0.13 0.62 0.11
q(O) b �0.50 �0.21 �0.53 �0.22 �0.64 �0.26
Coumarin 153, p / p* (1A)
mX 6.39 11.94 7.52 14.18 9.28 17.70
mY �3.13 �4.10 �3.64 �4.85 �4.52 �6.08
mZ �0.22 �0.31 �0.26 �0.38 �0.42 �0.64
m 7.11 12.63 8.36 15.00 10.33 18.72
q(N) �0.22 �0.10 �0.20 �0.08 �0.17 �0.04
Indolinedimethine-malononitrile, p / p* (1A0)
mX 10.12 13.00 12.09 15.04 15.26 18.32
mY 2.06 3.15 2.53 3.71 3.20 4.48
m 10.33 13.37 12.35 15.49 15.59 18.86
q(N) c �0.20 �0.19 �0.18 �0.17 �0.15 �0.15
Julolidine-malononitrile, p / p* (1A)
mX �11.29 �15.06 �13.54 �17.98 �17.45 �22.08
mY �1.55 �1.56 �1.83 �1.80 �2.41 �2.44
mZ �0.28 �0.28 �0.25 �0.29 �0.41 �0.50
m 11.40 15.15 13.67 18.07 17.62 22.22
q(N) c �0.18 �0.13 �0.14 �0.09 �0.07 �0.03
Methanal, n / p* (1A2)
mZ �2.43 �1.48 �2.65 �1.65 �3.40 �2.14
m 2.43 1.48 2.65 1.65 3.40 2.14
q(C) b 0.50 �0.28 0.51 �0.28 0.58 �0.27
q(O)b �0.45 �0.08 �0.48 �0.10 �0.58 �0.16
Methylenecyclopropene, p / p* (1B2)
mZ �2.16 2.34 �2.51 2.69 �3.26 3.40
m 2.16 2.34 2.51 2.69 3.26 3.40
q(C*) d 0.32 �0.06 0.32 �0.08 0.33 �0.12
q(C)e �0.74 0.17 �0.78 0.19 �0.85 0.23
Pyridine, n / p* (1B1)
mZ �2.29 0.40 �2.65 0.40 �3.36 0.32
m 2.29 0.40 2.65 0.40 3.36 0.32
q(C) f 0.24 �0.03 0.25 �0.04 0.26 �0.07
q(N) �0.65 0.02 �0.70 0.02 �0.79 0.02

a Absolute values of the dipole moment (m) and nonzero values of its
Cartesian components (mX, mY, mZ) corresponding to Gaussian 09’
standard orientation are given in debyes, and partial charges (q) are
given in atomic units of charge. The ground- and excited-state dipole
moments were obtained from the ground- and excited-state electronic
density calculated by M06 and TDDFT/M06, respectively; the basis set
was MG3S. The excited-state electronic density in solution was
calculated using the LR/PCM method with the SMD Coulomb radii.
The partial atomic charges were obtained within the CHELPG
electrostatic potential fitting scheme. The names of polar and nonpolar
solvents used in these calculations are listed in Tables 5–10 for each
solute. All the calculations were carried out at the ground-state
molecular geometry optimized in the gas phase or in the corresponding
solvent. b In the carbonyl group. c In the ring. d The carbon atom in
the C3 cycle bonded to the CH2 group. e The carbon atom in the CH2

group. f The carbon atom in the para position with respect to N.
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indolinedimethine-malononitrile, VEM(f,UD) gives an unphys-

ical red shift between cyclohexane and acetonitrile in the PCM/

TDDFT calculations. Moreover, the difference between the

VEM(d,RD) and VEM(d,UD) is typically less than 0.1 eV.
2158 | Chem. Sci., 2011, 2, 2143–2161
Therefore, VEM(d,UD) appears to be a computationally

affordable and viable method.

Next we compare theory quantitatively to experiment. Table 13

shows errors in theoretical solvatochromic shifts relative to

available reference data described in Section 3. Note that both

predicted and reference solvatochromic shifts used in Table 13

were defined for each solute in a polar solvent with respect to the

excitation energy in the corresponding nonpolar solvent, and not

in the gas phase, because the reference gas-phase excitation

energies were not available for three out of eight solutes.

The first set of MSEs and MUEs in Table 13 (the first two

numerical columns) are the errors obtained using the excitation

energies of Tables 5–10. The second set of MSEs and MUEs

(the last two numerical columns) are the errors obtained using

the theoretical excitation energies of Tables 5–10 adjusted by

adding a state-specific hydrogen-bonding correction (DuH). The

value of DuH was assumed to be zero for all tested solutes in

any polar and nonpolar solvent, except for acetone, acrolein,

methanal, and pyridine in water. These four solutes can form

strong hydrogen bonds with water molecules, yielding the

hydrogen-bonding contribution to the corresponding excitation

energies that may not be fully accounted for by using an

implicit continuum model only rather than using mixed

discrete-continuum models (when one or a few solvent mole-

cules are added explicitly to the solute molecule). Since we do

not use the mixed discrete-continuum approach in the present

study, we have simply corrected the excitation energies calcu-

lated for acetone, acrolein, methanal, and pyridine in water by

adding the empirical hydrogen-bonding correction DuH which

is evaluated as follows. For acetone, the value of DuH ¼ 1367

cm�1 is evaluated as the difference between the experimental

excitation energy of acetone in water (37760 cm�1) and that in

propylene carbonate (36393 cm�1).111 Similar to water,

propylene carbonate has a relatively high dielectric constant

(62.9).111 However, it does not likely form hydrogen bonds with

the acetone molecule. For acrolein and methanal, we assume

that the hydrogen-bonding contribution is the same as for

acetone (i.e., DuH ¼ 1367 cm�1). The hydrogen-bonding

correction to the theoretical excitation energy of pyridine in

water is estimated as 1740 cm�1 by averaging the water–

acetonitrile solvatochromic shifts of pyrimidine and pyrazine

measured in Ref. 104. The excitation energies of acetone,

acrolein, methanal, and pyridine in water computed with the

use of DuH are given in the ESI.† A more detailed analysis of

the hydrogen-bonding contributions to the solvatochromic

shifts in the studied compounds is beyond the scope of the

present article.

Note that quantitative agreement between the theoretical

results and reference numbers across all investigated compounds

may not be possible not only because of the approximations we

use (for example, we do not treat solute–solvent dispersion

explicitly) but also because of potentially large uncertainties in

the available experimental excitation energies and sol-

vatochromic shifts due to poorly defined maxima of broad

spectral envelopes (see Renge’s analysis111 of experimental

inconsistencies in locating the maxima of broad spectra in the

literature). Besides, the available UV spectrum of MCP in

n-pentane andmethanol105was measured at 195 Kwhereas we do

not model the solvent’s behavior at this temperature, and our
This journal is ª The Royal Society of Chemistry 2011
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Table 13 Errors in theoretical solvatochromic shifts (Du, cm�1) relative
to reference dataa

Protocol

Without DuH
b With DuH

c

MSE MUE MSE MUE

CIS/INDO/S2

GSRF/GBSD 933 1307 203 751
cGSRF/GBSD 918 1251 188 709
VEM(f,UD)/GBSD 909 1214 179 678
IBSF/GBSD �84 605 �815 867
IESRF/GBSD 892 1199 162 673

TDDFT/M06

GSRF/GBAD 687 1092 �43 737
VEM(d,RD)/GBAD 712 1164 �18 747
IBSF/GBAD �213 593 �944 944
IESRF/GBAD 687 1131 �43 752
GSRF/PCM 373 826 �357 839
cGSRF/PCM 383 869 �347 824
VEM(f,RD)/PCM 543 970 �187 732
VEM(d,RD)/PCM 511 952 �219 732
VEM(d,UD)/PCM 367 930 �363 812
LR/PCM 357 863 �373 855
cLR/PCM 599 982 �132 792
IBSF/PCM �547 638 �1277 1277
IBSF/PCMd 300 424 �430 678

a Mean signed (MSE) and mean unsigned (MUE) errors are defined as
Du(calc) � Du(ref) and |Du(calc) � Du(ref)|, respectively, averaged
over eight solutes for each listed model. The theoretical values Du(calc)
and the reference values Du(ref) are defined for each solute as usol(1) �
usol(2) where usol(1) and usol(2) refer to the excitation energy usol in the
nonpolar and in the polar solvent, respectively. b Based on theoretical
and reference values of usol listed in Tables 5–10. c Based on
theoretical and reference values of usol from Tables 5–10, the
theoretical ones being augmented with the DuH correction (see the text
and the ESI†). d See footnote b in Table 9.

Table 14 Values of uGSRF � uLR (cm�1)a

Solute Nonpolar solvent Polar solvent

Acetone 33 65
Acrolein 29 57
C153 718 739
IM 1386 1225
JM 1286 1212
Methanal 83 117
MCP 226 230
Pyridine 85 75

a Obtained using the GSRF and LR excitation energies of Tables 9 and
10.
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calculations nominally correspond to the solvent at 298 K. This

may be an additional source of disagreement between theory and

experiment.

In the rest of this section we will discuss only the errors

obtained using the theoretical excitation energies corrected with

DuH (i.e., using the second set of MSEs and MUEs in Table 13).

The cGSRF protocol, which is state-specific, is generally more

accurate than the GSRF one because the former accounts for

relaxation of the excited-state reaction field through the last term

of eqn (44). Since this term is neglected in the GSRF scheme, this

scheme may overestimate theoretical blue shifts (relative to gas

phase), yielding the excitation energies that are higher than

ucGSRF by 673 and 386 cm�1 on average over all solutes in polar

and nonpolar solvents in the case of GBSD/CIS/INDO/S2 and

PCM/TDDFT calculations, respectively (compare the GSRF

excitation energies to the corresponding cGSRF values in Tables

5, 6, 9, and 10). For the same reason, the cLR method is more

accurate than the LR method.

The VEM protocol, which is both state-specific and self-

consistent, is more accurate than the cGSRF scheme because it

self-consistently equilibrates the fast component of the excited-

state reaction field towards the excited-state electron density.

Therefore, the VEM method is a better justified approach to

calculate vertical excitation energies in solution. In general, the

IESRF excitation energies are as accurate as those obtained
This journal is ª The Royal Society of Chemistry 2011
using the VEM protocol and the same SMD Coulomb radii,

making the IESRF method a better approximation to the VEM

scheme than the original IBSF method.81 According to Table 13,

the performance of IBSF/PCM can be improved by using the

UFF radii scaled by 1.1 (i.e., the default choice of radii in

Gaussian 09 for IBSF/PCM calculations) instead of the SMD

Coulomb radii which we recommend for all other PCM calcu-

lations presented here.

Finally, we recall that the difference between uLR and uGSRF

(Tables 9 and 10) is solely due to the term nPCMia,jb included in the

LR scheme. As noted previously,79,112 the use of this term can

partially recover the solute–solvent dispersion interaction, at

least, implicitly. Table 14 shows calculated uGSRF � uLR

values. The value of uGSRF � uLR averaged over all eight

solutes is equal to 465 and 481 cm�1 in polar solvents and in

nonpolar solvents, respectively. It is relatively small for

acetone, acrolein, methanal, and pyridine, and it is relatively

large for IM and JM. The difference uGSRF � uLR can serve as

an estimate of solute–solvent dispersion, and it is always

positive in our calculations, which is consistent in sign with

previous estimates25,29,113,114 but different in magnitude.
6. Concluding remarks

We proposed a self-consistent state-specific vertical excitation

model, called VEM, for electronic excitation in solution. This

model uses the nonequilibrium formulation of the excited-state

reaction field and the excited-state polarization free energy.

This model is self-consistent in that it evaluates the excited-

state reaction field iteratively (i.e., self-consistently with the

excited-state electron density), and it is state-specific because

the model computes the resulting nonequilibrium excited-state

polarization free energy with account for the change in the

solvent’s reaction field in response to the solute’s electronic

excitation using the excited-state (i.e., state-specific) electronic

density. This relaxation effect is treated by an explicit calcula-

tion of the last term of eqn (31), which signifies the fast

polarization contribution to the excitation energy. We tested

several other protocols as approximations to the VEM

approach. We have found that approximations that do not

compute the fast polarization contribution to the excitation

energy explicitly (these methods are not state-specific) are

generally poor in most of the studied cases, and they are less

accurate than the VEM protocol.
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