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A database containing 17 multiplicity-changing valence and Rydberg excitation energies of p-block
elements is used to test the performance of density functional theory (DFT) with approximate den-
sity functionals for calculating relative energies of spin states. We consider only systems where both
the low-spin and high-spin state are well described by a single Slater determinant, thereby avoid-
ing complications due to broken-symmetry solutions. Because the excitations studied involve a spin
change, they require a balanced treatment of exchange and correlation, thus providing a hard test for
approximate density functionals. We test three formalisms for predicting the multiplicity-changing
transition energies. First is the �SCF method; we also test time-dependent density functional theory
(TDDFT), both in its conventional form starting from the low-spin state and in its collinear spin-flip
form starting from the high-spin state. Very diffuse basis functions are needed to give a qualitatively
correct description of the Rydberg excitations. The scalar relativistic effect needs to be considered
when quantitative results are desired, and we include it in the comparisons. With the �SCF method,
most of the tested functionals give mean unsigned errors (MUEs) larger than 6 kcal/mol for va-
lence excitations and MUEs larger than 3 kcal/mol for Rydberg excitations, but the performance
for the Rydberg states is much better than can be obtained with time-dependent DFT. It is surpris-
ing to see that the long-range corrected functionals, which have 100% Hartree–Fock exchange at
large inter-electronic distance, do not improve the performance for Rydberg excitations. Among all
tested density functionals, �SCF calculations with the O3LYP, M08-HX, and OLYP functionals give
the best overall performance for both valence and Rydberg excitations, with MUEs of 2.1, 2.6, and
2.7 kcal/mol, respectively. This is very encouraging since the MUE of the CCSD(T) coupled cluster
method with quintuple zeta basis sets is 2.0 kcal/mol; however, caution is advised since many popular
density functionals give poor results, and there can be very significant differences between the �SCF
predictions and those from TDDFT. © 2011 American Institute of Physics. [doi:10.1063/1.3607312]

I. INTRODUCTION

Density functional theory (DFT) is the most robust and
widely used electronic structure method in quantum chem-
istry and solid-state physics. It is a formally exact many-body
quantum theory for ground states.1 Most of the practical ap-
plications employ the Kohn-Sham formalism,2 which is based
on a noninteracting reference system, represented by a sin-
gle Slater determinant that yields the ground-state density of
the real system, and on an unknown functional of the electron
density; the latter is called the exchange-correlation (xc) func-
tional. In real applications of DFT, one needs to approximate
the unknown exchange-correlation functional. Many approx-
imate xc functionals have been developed, and they are re-
viewed in a recent review.3 The reliability of the approximate
xc functionals is best determined by validation studies against
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experimental or high-level wave function results. It is gener-
ally agreed that, with currently available xc functionals, DFT
works best for systems that can be well represented by a sin-
gle Slater determinant.4–6

Density functional theory was originally designed for
ground-state properties. In many cases, we are interested in
excited-state properties, such as excitation energies. Two ap-
proaches have been introduced to calculate the excitation en-
ergy with DFT. One approach is called the �SCF scheme;
it obtains the excitation energy from two Kohn–Sham self-
consistent-field (SCF) calculations, one for the ground state
and one for the excited state. This approach, in general, is
not formally justified. However, for an excited state that is the
lowest-energy state with a specified symmetry, the �SCF ap-
proach has been justified by Gunnarsson and Lundqvist.7 A
difficulty with this approach is that the correct xc functional
for excited states depends on the symmetry, although one
usually uses the same xc approximations as were originally
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designed for the ground state, which is reasonable only for a
subset of the excited states.4–6

Another approach is to consider the response of the
Kohn–Sham ground state to an external time-dependent
potential by time-dependent density functional theory
(TDDFT).8–13 The theoretical foundation of TDDFT has
been presented and critiqued elsewhere.12–16 In this arti-
cle we are only concerned with calculating linear response
by TDDFT; linear-response TDDFT may be considered
as a correlation-corrected version of linear response time-
dependent Hartree–Fock theory.13, 17 Practical applications of
linear-response TDDFT usually employ the adiabatic approx-
imation, by which the xc functional is independent of fre-
quency, and it is usually taken to be the same as one of the
xc approximations originally developed for the static ground
state.10–13

For multiplicity-changing transitions, adiabatic linear-
response TDDFT calculations, which will just be called
TDDFT in the rest of this article, can be carried out in two
ways, either starting from the low-spin state or starting from
the high-spin state. The former, which is the conventional ap-
proach, will be called low-spin TDDFT (LS-TDDFT), and
the latter will be called spin-flip TDDFT (SF-TDDFT). Low-
spin TDDFT describes the singlet–triplet excitations from a
closed-shell singlet ground state to the MS = 0 component
of the triplet; however, the errors are larger than those for
singlet-singlet excitations.18 For systems with an even num-
ber of electrons, one can calculate both the singlet and the
MS = 0 triplet as spin flips from a high-spin MS = 1 triplet
by SF-TDDFT.19, 20 The high-spin state is then called the
reference state. Likewise, for systems with odd number of
electrons, doublet–quartet splittings can be calculated, since
both the doublet and the MS = 1/2 quartet can be obtained
as spin flips from a high-spin, MS = 3/2 quartet.21 The SF-
TDDFT method was designed to access electronic states such
as ground-state open-shell singlet diradicals that cannot be
represented in the conventional TDDFT formulation, which
only includes single excitations from a closed-shell state.22

However, SF-TDDFT can also be used to calculate singlet–
triplet splittings for systems that are closed-shell singlets in
their ground state and to calculate doublet–quartet splittings
for systems that are doublets with a single unpaired electron
in their ground state, and it is for these purposes that we ap-
ply the formalism in the present work. An advantage of the
spin-flip technique is that it can include doubly excited con-
figurations since they may be generated by a single-electron
transition from the initial state that is already singly excited.23

The SF-TDDFT has been applied to polyene systems, and
uniformly good performance were obtained for excited states
with single, double, or mixed excitation character.24 Both
collinear19 and noncollinear20 versions of SF-TDDFT have
been proposed, but here we consider only the collinear
version.

The SF-TDDFT strategy has already been applied to
several problems in chemistry, such as the study of the
diradical character and singlet–triplet splittings of organic
systems25–28 and the study of organic triradicals,21 bioinor-
ganic chemistry,29–32 conical intersections,33, 34 and electron
transfer couplings.35–37

Multiplicity-changing excitation energies are of special
interest for transition metals, which have many spin states
with very small energy differences. The accurate description
of the energy differences between spin states is also cru-
cial for a correct description of reaction mechanisms.38 Dif-
ferent spin states of the same compound may have differ-
ent reactivity, and the spin states may change during the re-
action, which leads to the important “two-state reactivity”
concept in organometallic chemistry.39 Spin-crossover com-
plexes, where two spin states have a small energy difference
comparable to thermal energy and can be changed by temper-
ature, pressure, irradiation, external magnetic changes, or lig-
and substitution, have attracted considerable attention in the
inorganic chemistry community with a variety of potential
applications.40–42 For many interesting systems, DFT might
be the only potentially reliable approach to include correlation
effects, since the molecules may be too large for reliable wave
function methods. However, the correct calculation of the en-
ergy differences between spin states is a very challenging the-
oretical problem.43 Validation studies of the high-spin/low-
spin energy splitting of transition metal complexes, mainly
iron complexes, have been carried out to determine the accu-
racy of approximate density functionals for spin splitting.44–58

A functional with reduced percentage of Hartree–Fock ex-
change, denoted as B3LYP*, was developed with the aim of
improving the performance for spin splitting.44 Several of the
validation studies50–52, 54–58 show excellent performance for
the OPBE,59, 60 OLYP,59, 61 and TPSSh functionals62 for spin
splitting.

Predicting spin splittings accurately with DFT is very dif-
ficult because it requires a balanced treatment of exchange
and correlation. Exchange favors the high-spin states and cor-
relation favors the low-spin states, which have more electron
repulsion.3, 63 To make the situation even more challenging,
the low-spin states often cannot be well described by a single
Slater determinant, and a SCF calculation with approximate
xc functionals will often lead to a broken symmetry (BS) so-
lution with localized unpaired spins as the lowest energy so-
lution. Various approaches have been used to extract the spin
splitting energy from broken-symmetry solutions,4, 5, 64–67 and
the broken-symmetry approach has been shown to be quite
successful with the current approximate functionals.3, 63 One
can, however, question the appropriateness of BS approaches
by pointing out that “the BS solutions are formally artifacts of
our approximate exchange-correlation functionals.”68 If we
attempt to test the reliability of approximate functionals for
spin splitting, our conclusions are inevitably tempered by the
fact that we have two significant sources of errors: (i) the ap-
proximation of the BS formalism or whatever other method
is used to extract the excitation energy from the calculations;
(ii) the approximate character of the tested functionals. A key
strategic element of the present article is that we only con-
sider systems where both the low-spin and high-spin states
can be well represented by a Slater determinant, and thereby
we avoid having to use BS solutions. So we will be better able
to isolate and study the second kind of error, namely, the in-
trinsic deficiency of the approximate functionals.

Due to the lack of reliable experimental results for many
molecules of interest, many DFT validation studies in the
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literature were performed by comparing DFT predictions to
results obtained with wave function calculations employing
second-order perturbation theory based on a complete-active-
space reference wave function (CASPT2).69, 70 The uncer-
tainty of CASPT2 reference results can be up to 3 kcal/mol.53

In some of the previous studies of transition metal complexes,
the lack of reliable experimental results and the uncertainty of
the calculated CASPT2 reference calculations tempered the
reliability of the conclusions. Other factors also come into
play in transition metal complexes, for example, multi-center
delocalization, ionic–covalent resonance, and the noncovalent
interaction between ligands and between metal centers and
ligands. In contrast, in atoms with reliable experimental exci-
tation energies, we can study the ability of approximate den-
sity functionals to balance exchange and correlation for the
calculation of spin splittings with a minimum of additional
considerations. For this reason we devote our attention in this
study to a systematic exploration of p-block atoms, where it
is easier to avoid multi-determinantal character than it is for
transition metal atoms. Note, however, that the spin splittings
in atoms have some characteristics that are quite different
from spin splittings at weakly coupled centers, such as those
best treated by the Heisenberg–Dirac–van Vleck model, so
eventually the results for the different kinds of systems need
to be understood in a more comprehensive framework.

Our work in this article is presented in the following
order: Sec. II discusses the functionals we included in the
present study; Sec. III describes the multiplicity-changing ex-
citation energy database that we used to test the approximate
functionals; the computational details are given in Sec. IV;
Sec. V discusses basis set convergence; Secs. VI and VII
present the results, including discussion; Sec. VIII presents
a reduced-size representative database that may be useful in
future work; and Sec. IX concludes the paper.

II. FUNCTIONALS STUDIED

Most DFT calculations are done with the Kohn–Sham
formalism2 and need to approximate the unknown xc func-
tional. The different ways to approximate the unknown xc
functional are usually classified according to the ingredients
in the approximate functionals. The simplest functionals de-
pend on only spin densities (i.e., the densities of spin-up and
spin-down electrons), and they are called local spin density
approximations (LSDAs). When the reduced gradients of spin
densities are also introduced into the functional form, the re-
sulting functionals are called generalized gradient approxima-
tions (GGAs). The functionals are called meta-GGAs when
they utilize the spin densities, the reduced gradients of spin
densities, and the spin-labeled kinetic energy densities (or
the Laplacians of spin densities, but no functionals involving
Laplacians are considered here). The functionals mentioned
so far are all local in the sense that their xc potential at a point
in the space only depends on the spin densities, reduced gra-
dients, or spin-labeled kinetic energy densities at that point. In
contrast, the Hartree–Fock exchange potential at one point de-
pends on integrals over the Kohn–Sham orbitals in the whole
space, so it is nonlocal. Replacing a fixed percentage X of
local exchange by nonlocal Hartree–Fock exchange in GGA

functionals leads to functionals that are called global hybrid
GGA functionals. Global hybrid meta-GGA functionals are
obtained by introducing a fixed percentage of Hartree–Fock
exchange into meta-GGAs. In some functionals, an empiri-
cal molecular mechanics term is added to the DFT energy to
account for damped dispersion-like interactions. This kind of
functional is called a DFT-D or “-D” functional; if the MM
term is added to a GGA, it may be labeled GGA-D. Range-
separated hybrid functionals are defined by partitioning the
Coulomb operator into a long-range and a short-range part
and treating one of them by local exchange and the other by
Hartree-Fock exchange.

In the �SCF calculations, we included three LSDAs, 11
GGAs, 16 global hybrid GGAs, seven range-separated hybrid
GGAs, one range-separated hybrid GGA-D functional, three
meta-GGAs, and 15 global hybrid meta-GGAs. The function-
als that we tested are listed in Table I, with references for
each of them.44, 59–62, 71–109 Of the 56 xc functionals, 20 of
them are included because of their good performance in a re-
cent study110 of density functionals against a database that
contains various bond energies and barrier heights relevant to
catalysis. These functionals are identified by a number in the
last column of Table I; this number is their ranking in terms
of averaged error for catalytic energies in that study. We will
discuss the reason to include other functionals in the present
study in the rest of this section.

LSDAs have generally good performance for predicting
equilibrium geometries, and they have less error due to static
correlation than many popular functionals, but they are not
usually the best functionals for actual applications, due to
poor energetic predictions. The three LSDA functionals are
included in order to evaluate the performance of the sim-
plest xc approximations for multiplicity-changing excitations.
Also, they serve as a good reference to see the improvement
of other approximations by including more ingredients and
using more flexible functional forms.

Hartree–Fock (HF) theory is included, since, although
not actually a density functional method, it can be seen
as a density functional with X = 100 and no components
other than Hartree-Fock exchange in the approximation to
the xc functional. The HF approximation and the other two
exchange-only approximations, B88 exchange75 and OptX
exchange,59 provide references to study the effect of corre-
lation for the multiplicity-changing excitations by compar-
ing their predictions to those of HFLYP, HFPW91, BLYP,
BPW91, OLYP, and OPBE. Among the latter, BLYP and
BPW91 are two GGA functionals that have been widely used
in both chemistry and physics. As mentioned in Sec. I, the
OLYP and OPBE functionals, although not good general-
purpose functionals, have excellent performance for the high-
spin/low-spin energy splitting in some previous studies of iron
complexes.50–52, 54 We note the PW91 and PBE correlation are
very similar so BPBE would be similar to BPW91, OPW91
would be similar to OPBE, and so forth.

The B3LYP* functional is a reparameterization by Rei-
her and coworkers,44 specifically for spin-state energetics of
transition metal complexes, of the widely used B3LYP func-
tional. The only change is that the percentage of Hartree–Fock
exchange, X, is reduced from 20 to 15. Because the B3LYP*
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TABLE I. Tested density functionals.

Type Name References Ranka

LSDA SPL 71, 72
SPWL 71, 73
SVWN 71, 74

GGA BLYP 61, 75
BPW91 75, 76
B88b 75
MOHLYP 77 17
mPWLYP 61, 78
OLYP 59, 61
OPBE 59, 60
OptXb 59
PBE 60
PW91 76
RPBE 79 20

Global hybrid GGA B3LYP 80 12
B3LYP* 44
B3LYP54 present
B3LYP60 present
B3PW91 81 10
B3V5LYP 82 14
B97-3 83 6
B98 84 7
HFLYPc 61
HFPW91c 76
MPW1K 85
MPW1PW91 78
MPW3LYP 86
MPWLYP1M 77 18
O3LYP 87
PBE1d 88 11

Range-separated hybrid GGA CAM-B3LYP 89
HSE 90, 91 13
LC-MPWLYPe 92
LC-OLYPe 92
LC-OPBEe 92
LC-ωPBE 93 16
ωB97X 94

Range-separated hybrid GGA-D ωB97X-D 95 5
Meta-GGA M06-L 96 3

TPSS 97
VS98f 98 8

Global hybrid meta-GGA BMK 99 15
M05 100 2
M05-2X 101
M06 102 1
M06-2X 102
M06-HF 103
M08-HX 104
M08-SO 104
MPW1KCIS 78, 105, 106
MPWKCIS1K 78, 105, 106
PW6B95 107
PWB6K 107
TPSSh 62 19
TPSS1KCIS 97, 105, 108 9
τHCTHhyb 109 4

aRanking on catalytic energies database of Ref. 110.
bDensity functional exchange with no correlation.
cHartree–Fock (HF) exchange with density functional correlation.
dAlso called PBE0, PBE1PBE, or PBEh.
eObtained by applying Hirao’s long-range correction92 to the indicated GGA.
fAlso called VSXC.

functional yields more accurate estimations than B3LYP for
the high-spin/low-spin energy splittings for some iron com-
plexes, it is quite interesting to compare its performance to
that of B3LYP for the multiplicity-changing excitation ener-
gies of p-block elements, and so we included it in the present
study. In the present article we will also consider other B3LYP
modifications obtained by raising X. In particular we con-
sider two new functionals called B3LYP54 and B3LYP60 in
which X is 54 and 60, respectively. These two functionals
are inspired by previous results for singlet–triplet splittings,19

where X = 50 was found to be optimal. We also consider
B3LYP0, where X is 0 but for technical reasons is set to 0.001.

The MPW3LYP functional was constructed in the same
spirit as B3LYP; however, the B88 exchange is replaced by
the mPW exchange, and the percentage of Hartree–Fock ex-
change is notably raised to 21.8. Another closely related func-
tional is MPWLYP1M, which contains only 5% Hartree–Fock
exchange, and is designed for transition metal systems.

The range-separated hybrid functionals involve partition-
ing the two-electron Coulomb operator, 1/r12, into short-range
and long-range parts, as first proposed by Savin.111 The orig-
inal approach to range separation was to treat the short-
range interactions by density functional exchange and the
long-range interactions by Hartree–Fock exchange. The func-
tionals developed with this approach are called long-range-
corrected functionals. Since they have 100% Hartree–Fock
exchange in the long-range limit, they have the correct asymp-
totic behavior and are supposed to yield better performance
for Rydberg and charge-transfer excitations.112 An alternative
approach is to treat the short-range exchange by Hartree–Fock
exchange and the long-range exchange by local density func-
tional exchange. Functionals developed with this approach are
called screened Coulomb hybrid functionals. The HSE func-
tional is constructed with this approach, and it yields good
performance for solid-state calculations.90

When an analytic expression of the exchange hole is
available, the short-range density functional exchange can be
derived without difficulty. For example, the short-range Slater
exchange was derived more than one decade ago.113 In the
ωB97X and ωB97X-D functionals, the short-range B97 ex-
change is obtained by using the short-range Slater exchange
multiplied by the gradient enhancement factor of the B97
exchange. In the LC-ωPBE functional, the short-range PBE
exchange was derived by using the model PBE exchange
hole.114 In 2001, Hirao and coworkers introduced a gen-
eral approach to obtain the short-range density functional ex-
change from conventional GGAs.92 The LC-MPWLYP, LC-
OLYP, and LC-OPBE functionals tested here are obtained
with Hirao’s approach for the short-range exchange.

The Coulomb-attenuating method based on B3LYP
(CAM-B3LYP) was also constructed with the range-
separation approach. The CAM-B3LYP exchange functional
has 19% Hartree–Fock exchange plus 81% B88 exchange at
short range, and 65% Hartree–Fock exchange plus 35% B88
exchange at long range. A recent TDDFT study has shown
excellent performance of CAM-B3LYP for valence, Rydberg,
and charge-transfer excitations.115

PBE, as well as its early version PW91, and the related
meta-GGA functional TPSS were constructed with the phi-
losophy of determining parameters by forcing the functionals
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to satisfy physical constraints selectively chosen on the ba-
sis of theoretical availability and previous experience. Global
hybrid versions, PBE1 and TPSSh, are obtained by introduc-
ing 25% and 10% Hartree–Fock exchange in the PBE and
TPSS functionals. Note that PBE1 is sometimes called PBE0,
PBE1PBE, or PBEh (it should not be confused with the PBE-
hole functional, although both have sometimes been called
PBEh).

The PW6B95 (6-parameter functional based on Perdew-
Wang ’91 exchange and Becke ’95 correlation) and PWB6K
(6-parameter functional for kinetics based on Perdew-Wang
’91 exchange and Becke ’95 correlation) are hybrid meta-
GGA functionals optimized against small binding-energy and
barrier-height databases. The PW6B95 functional was singled
out for good performance in a recent study116 of a general
main-group database for thermochemistry, kinetics, and non-
covalent interactions.

The Minnesota M05-class, M06-class, and M08-class
functionals were developed with the philosophy of opti-
mizing functionals for general applications by using care-
fully designed but flexible functional forms and very diverse
training sets. They have shown excellent performance for
many interesting chemical systems, as shown in three recent
reviews.117–119 M06-L is among the most accurate functionals
for transition metals, and, along with MOHLYP, it is the best
local functional for barrier heights. M05 and M06 are general
functionals for transition metals, main group thermochem-
istry, and barrier heights. M06-HF represents an attempt to
improve the valence, Rydberg, and charge-transfer excitations
without much sacrifice to the ground-state accuracy. M05-2X
and M06-2X perform well for main-group thermochemistry,
barrier heights, and noncovalent interactions. M08-HX is an
attempt to improve the performance of M05-2X and M06-
2X with a more flexible functional form, and M08-SO is a
version of M08-HX designed to be correct through second
order for the deviation of exchange and correlation from the
uniform density limit. A recent TDDFT study120 showed that
M06-2X and M08-HX perform as well as, and in some cases
better than CAM-B3LYP for charge transfer excitations with
intermediate spatial overlap, which is encouraging since their
mean unsigned errors are more than a factor of four smaller
than CAM-B3LYP’s for bond energies and noncovalent bind-
ing energies and more than a factor of two smaller for barrier
heights.120

High-exchange global hybrid functionals were not in-
cluded in the catalytic energies study110 because the catalytic
energies database includes transition metals, and we do not
recommend current high-exchange density functionals for
systems containing transition metals. The high-exchange
global hybrid functionals included in the present study are
(with X indicated in parentheses): HFLYP (100), HFPW91
(100), BMK (42), M05-2X (56), M06-2X (54), M06-HF
(100), M08-HX (52.23), M08-SO (56.79), and PWB6K (46).

For LS-TDDFT calculations, we only tested a few
of the functionals employed for the �SCF calculations.
Two exchange-only approximations, HF and B88, and ten
representative functionals, namely, SVWN, PBE, B3LYP,
B3LYP54, B3LYP60, M06-L, M06, LC-ωPBE, HSE, and
ωB97X-D, plus the three best functionals in the �SCF

study, were included for the LS-TDDFT study. For SF-
TDDFT calculations, we tested B3LYP0, B3LYP*, B3LYP,
B3LYP54, B3LYP60, M06, M06-2X, O3LYP, PWB6K,
ωB97X, ωB97X-D, and HF.

III. DATABASES

Among all the elements of the 2p, 3p, and 4p blocks of
the periodic table, we selected all neutral atoms and monoca-
tions with ground states and spin-excited states that can both
be well represented by a single Slater determinant and for
which the ground state is the low-spin one. This leads to a
database containing B, B+, C+, F, Ne, Ne+, Al, Al+, Si+, Cl,
Ar, Ga, Ga+, Ge+, Br, Kr, and Kr+.

Scalar relativistic effects were taken into account in the
present paper, but not spin-orbit coupling, which is a vec-
tor relativistic effect. Therefore we removed spin-orbit effects
from the experimental data to which we compare. Because
spin-orbit coupling is weak for atoms no heavier than Kr, it is
sufficient to remove it to first order. The spin-orbit operator is
traceless; therefore it can be removed from the experimental
excitation energies (which were taken from data published by
Moore121) by a simple degeneracy-weighted average:

E(2S+1L) =
∑L+S

J=|L−S| (2J + 1)E(2S+1LJ )
∑L+S

J=|L−S| (2J + 1)
. (1)

The experimental values we used to test the perfor-
mance of density functionals are all spin-orbit-free excita-
tion energies obtained in this way, and they are listed in
Tables V and VI.

In the excitations of B, B+, C+, Al, Al+, Si+, Ga, Ga+,
and Ge+, an electron is excited from an ns orbital to an
np orbital. This kind of excitation is called a valence ex-
citation. We compiled the excitation energies of these nine
cases to form a database with nine p-block multiplicity-
changing valence excitation energies that may be labeled
pB-MC-VEE9. In the excitations of F, Ne, Ne+, Cl, Ar,
Br, Kr, and Kr+, an electron is excited from an np orbital
to an (n + 1)s orbital. This kind of excitation is called
a Rydberg excitation. We compiled the excitation energies
of these eight cases to form a database with 8 p-block
multiplicity-changing Rydberg excitation energies (pB-MC-
REE8). The pB-MC-VEE9 and pB-MC-REE8 databases are
combined into a merged database, the 17 p-block multiplicity-
changing valence and Rydberg excitation energies (pB-MC-
VREE17) database. It can be used to evaluate the over-
all performance of a functional for atomic valence and
Rydberg excitations. In the rest of the article we will abbrevi-
ate the pB-MC-VEE9, pB-MC-REE8, and pB-MC-VREE17
databases as V9, R8, and VR17, respectively. For future test-
ing where smaller databases may be desirable, two representa-
tive subsets containing four excitation energies each, are com-
piled and are called the V4 and R4 databases, as discussed in
Sec. VIII.
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IV. COMPUTATIONAL DETAILS

The �SCF and LS-TDDFT calculations were performed
with locally modified versions of GAUSSIAN03 (Ref. 122)
and GAUSSIAN09.123 The spin-unrestricted formalism was
used for all the atoms and cations. In order to obtain the
lowest-energy solutions to the Kohn-Sham equations, we
allowed different orbitals for different spins, and we did not
require the orbitals to be symmetry orbitals. However, the op-
timized orbitals turn out to be symmetry orbital in our cases,
which means that they are eigenfunctions of the square of the
orbital angular momentum. We did not require all p orbitals
to have the same radial factor for states with both singly and
doubly occupied p orbitals (likewise, we did not use equiva-
lence restrictions). We always did stability tests124, 125 to con-
firm that we had obtained the lowest-energy state for each
multiplicity. The DFT calculations were carried out with a
pruned grid having 99 radial shells and 590 angular points for
each shell (this is called the ultrafine grid in the GAUSSIAN

software).
For valence excitations, the cc-pVTZ and cc-pVQZ ba-

sis sets126–128 were used to study basis set convergence. An-
other valence quadruple zeta basis set,129 namely, def2-QZVP,
was used to confirm that the basis set limit was obtained and
that the results are not sensitive to the chosen basis sets. For
Rydberg excitations, the cc-pVTZ, cc-pVQZ, and cc-pV5Z
basis sets126–128 were used first. Then the effect of diffuse
functions was studied by adding diffuse functions to the cc-
pVQZ basis set. By adding a diffuse function to each angular
symmetry in the cc-pVQZ basis set, the augmented polarized
valence correlation consistent basis set is obtained, which is
usually denoted as aug-cc-pVQZ. In 1993, Woon and Dun-
ning proposed multiply augmented basis sets by adding even-
tempered sets of diffuse functions to the correlation consis-
tent basis sets of Dunning and co-workers.130 With multiply
augmented basis sets, they were able to obtained converged
results for the electrical properties of the rare gas atoms. Fol-
lowing the same idea, we generated doubly and triply aug-
mented basis sets for F, Ne, Cl, Ar, Br, and Kr; when two
and three diffuse functions of each symmetry are added to the
cc-pVQZ basis set, the resulting basis sets are called doubly
and triply augmented polarized valence correlation consistent
quadruple zeta basis sets, denoted as d-aug-cc-pVQZ and t-
aug-cc-pVQZ.130 Following the procedure used for the min-
imally augmented Karlsruhe basis sets (ma-SVP, ma-TZVP,
and ma-QZVP),131 which use geometric series of diffuse ex-
ponential parameters differing by factors of three to obtain
the s and p diffuse functions for all elements except H, a min-
imally doubly augmented quadruple zeta basis, mda-QZVP,
was obtained by dividing the most diffuse exponential param-
eter by three and nine to obtained the first and second sets of
s and p diffuse functions.

The scalar relativistic effect was included in the
�SCF and LS-TDDFT calculations by using the Douglas-
Kroll-Hess (DKH) second-order scalar relativistic
Hamiltonian.132–134 In the relativistic calculations, the
cc-pVQZ-DK and d-aug-cc-pVQZ-DK basis sets were
used for valence and Rydberg excitations, respectively; the
cc-pVQZ-DK basis set is a recontraction of cc-pVQZ basis

set for DKH calculations by de Jong et al.,135 and the d-aug-
cc-pVQZ-DK basis set was obtained by adding the diffuse
functions of the d-aug-cc-pVQZ basis to the cc-pVQZ-DK
basis set.

High level ab initio CCSD(T)136 calculations, with the
DKH Hamiltonian to account for the scalar relativistic ef-
fect, were performed with GAUSSIAN09. In these calcula-
tions, very extensive cc-pVnZ-DK and d-aug-cc-pVnZ-DK (n
= Q and 5) basis sets were used for V9 and R8 database, re-
spectively. These are unrestricted coupled cluster calculations
based on unrestricted Hartree-Fock orbitals without requiring
symmetry orbitals.

The SF-TDDFT calculations were performed with the
Q-Chem program.137 The formulation of SF-TDDFT imple-
mented in Q-Chem is the collinear one,19 i.e., the xc poten-
tial only depends on the α and β spin densities, and it uses
the Tamm–Dancoff34, 138, 139 approximation (whereas the low-
spin TDDFT calculations do not involve this additional ap-
proximation). Within the collinear TDDFT approach, only the
Hartree-Fock exchange part of the functional contributes to
the SF coupling.19 Therefore, only hybrid density function-
als can be employed in this formulation. For the reference
states (a triplet state with MS = 1 for singlet–triplet transi-
tions and a quartet state with MS = 3/2 for doublet–quartet
transitions) the calculations were carried out with a grid com-
posed of 120 radial points and 302 Lebedev angular points.
For valence excitations we employed the cc-pVQZ basis set
and for Rydberg excitations we used the aug-cc-pVQZ and d-
aug-cc-pVQZ basis sets. In the latter, diffuse g-functions were
removed due to computational limitations. Scalar relativistic
effects calculated at the �SCF level (as discussed further in
Sec. VI) were added to the SF-TDDFT results for a better
comparison with experiment.

An important computational consideration in SF-TDDFT
is which state is used to represent the high-spin state. Consider
the case of a triplet reference state. One generates both the sin-
glet states and the MS = 0 components of the triplet states by
single-electron transitions from this state. In principle the MS

= 0 component of the triplet would have the same energy as
the reference state (which has MS = 1), but actually they may
differ by up to several eVs. We follow the usual procedure of
calculating the singlet–triplet spin splitting from the MS = 0
component because this is a more consistent way to compare
the states. Similarly we calculate doublet–quartet spin split-
tings by using the MS = 1/2 component of the quartet, not by
using the MS = 3/2 reference state.

V. BASIS SET CONVERGENCE STUDIES

Ten different theoretical levels were used to test the ba-
sis set convergence of the �SCF calculations for the va-
lence and Rydberg excitations. The ten levels include two
exchange-only approximations, namely, HF and B88, and
eight exchange-correlation functionals, SVWN, PBE, B3LYP,
LC-ωPBE, HSE, ωB97X-D, M06-L, and M06. All conver-
gence studies in this section are nonrelativistic.

As shown in Table II, the calculated valence excitation
energies with the cc-pVTZ and cc-pVQZ basis sets agree
quite well, with most of them differing by only a few tenths
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TABLE II. The basis set effect on the nonrelativistic �SCF valence excitation energies of the V9 database (kcal/mol).

cc-pVTZ
Functional B+ B C+ Al+ Al Si+ Ga+ Ga Ge+ MSE MUE

HF 72.58 50.68 84.32 81.87 55.51 89.78 100.69 71.00 104.12 − 34.65 34.65
B88 73.74 53.14 89.11 89.50 62.66 99.42 125.76 94.96 132.31 − 22.42 22.42
SVWN 93.43 74.35 111.63 108.08 83.65 122.45 143.58 115.50 154.05 − 1.74 6.30
PBE 91.81 75.74 114.01 104.29 82.27 120.78 137.02 110.42 148.88 − 4.13 4.86
B3LYP 94.88 83.28 122.44 108.49 87.84 126.60 138.54 113.85 151.95 0.61 3.36
LC-ωPBE 90.08 73.14 111.43 96.92 75.43 113.28 123.25 97.13 136.05 − 11.74 11.74
HSE 90.58 74.45 111.74 101.62 79.73 117.44 130.87 104.66 142.04 − 7.69 7.69
ωB97X-D 87.53 71.55 106.37 99.64 77.63 114.43 138.70 114.52 150.83 − 6.80 9.01
M06-L 90.32 77.22 114.19 106.05 82.75 121.23 142.01 117.12 153.06 − 2.05 6.07
M06 96.52 82.04 119.77 110.40 88.05 128.31 152.23 126.88 164.86 5.19 8.24

cc-pVQZ
HF 72.28 50.52 83.97 81.19 55.11 89.31 99.75 70.45 103.94 − 35.10 35.10
B88 73.48 53.01 88.88 89.11 62.60 99.05 125.83 95.57 132.20 − 22.52 22.52
SVWN 93.35 74.21 111.47 107.81 83.60 122.22 143.52 115.69 154.02 − 1.83 6.35
PBE 91.60 75.58 113.77 103.88 82.15 120.46 137.03 110.79 148.74 − 4.26 5.04
B3LYP 94.64 83.10 122.17 108.05 87.64 126.26 138.29 113.93 151.88 0.40 3.26
LC-ωPBE 89.91 73.03 111.21 96.41 75.10 112.97 123.30 97.28 135.91 − 11.92 11.92
HSE 90.38 74.31 111.50 101.14 79.48 117.06 130.50 104.63 141.88 − 7.94 7.94
ωB97X-D 87.48 71.51 106.45 99.42 77.60 114.02 138.28 114.43 150.61 − 6.95 9.01
M06-L 90.22 76.77 113.94 105.39 81.93 120.41 141.27 116.44 153.37 − 2.52 6.29
M06 96.24 81.51 119.20 109.74 87.79 127.67 150.99 126.11 164.20 4.57 7.92

def2-QZVP
HF 72.21 50.47 83.87 81.07 55.04 89.23 99.76 70.44 103.93 − 35.15 35.15
B88 73.39 52.97 88.74 89.10 62.67 99.14 126.08 95.81 132.38 − 22.46 22.46
SVWN 93.26 74.17 111.35 107.68 83.53 122.20 143.66 115.87 154.09 − 1.84 6.40
PBE 91.54 75.50 113.62 103.74 82.06 120.36 137.14 110.85 148.77 − 4.31 5.11
B3LYP 94.54 83.03 122.03 107.92 87.57 126.19 138.33 113.95 151.84 0.33 3.25
LC-ωPBE 89.83 72.92 111.05 96.30 75.04 112.89 123.45 97.37 135.98 − 11.95 11.95
HSE 90.28 74.21 111.33 101.05 79.44 117.01 130.64 104.72 141.95 − 7.97 7.97
ωB97X-D 87.33 71.38 106.17 99.53 77.75 114.29 138.62 114.73 150.91 − 6.85 9.12
M06-L 89.91 76.92 113.99 105.72 82.16 120.68 141.21 116.36 153.32 − 2.46 6.19
M06 95.85 81.34 118.93 110.23 88.07 128.12 151.52 126.85 164.74 4.81 8.35

of a kcal/mol. The agreement between the cc-pVTZ and cc-
pVQZ results suggests that the complete basis limit is reached
to a good approximation with the cc-pVQZ basis set. The ex-
citation energies calculated by def2-QZVP agree quite well
with those calculated by cc-pVQZ, further confirming that the
cc-pVQZ basis set is large enough for the valence excitations
of the V9 database.

Basis set effects on TDDFT calculations of Rydberg ex-
citations have been studied recently by Ciofini and Adamo,
and the importance of diffuse function for the correct descrip-
tion of Rydberg excitations has been highlighted.140 Even
Dunning’s augmented correlation consistent basis sets, aug-
cc-pVnZ (n = D, T, Q, or 5), are not enough to yield reli-
able results for Rydberg excitations.141 Previous studies on
Rydberg excitations have shown that doubly(or triply) aug-
mented basis sets are able to yield reasonable results for Ryd-
berg excitations.141–143 Similar trend is observed in our study,
as shown in Table III. The calculated Rydberg excitation en-
ergies decrease on the order of 10 kcal/mol when we further
augment the aug-cc-pVQZ to d-aug-cc-pVQZ basis sets. And
MUEs of most tested functionals also decrease. It is interest-
ing to point out that the MUEs of the exchange-only approx-
imations, HF and B88, increase when the d-aug-cc-pVQZ

basis set is used. This indicates that the better performance of
HF and B88 with aug-cc-pVQZ is a result of error cancella-
tion between lack of correlation and basis set incompleteness.

Further augmentation with diffuse functions has little ef-
fect on the calculated excitation energies; in particular, one
can see that the t-aug-cc-pVQZ and d-aug-cc-pVQZ give
nearly identical results, with difference of only few hun-
dredths of a kcal/mol. As described in Sec. IV, we also gen-
erated minimally doubly augmented basis sets, mda-QZVP,
for F, Ne, Cl, Ar, Br, and Kr. Results of the calculations of
the Rydberg excitation energies with this new basis set are
listed in Table III. For most of the methods, the mda-QZVP
results agree with those obtained from d-aug-cc-pVQZ. Based
on the agreement of d-aug-cc-pVQZ and t-aug-cc-pVQZ, as
well as the agreement of d-aug-cc-pVQZ and mda-QZVP, we
are quite confident that the DFT complete basis limit of the
Rydberg excitation is reasonably well obtained when d-aug-
cc-pVQZ is used.

VI. SCALAR RELATIVISTIC EFFECTS

Both non-relativistic (NR) and DKH scalar relativis-
tic �SCF calculations were performed for the valence and

Author complimentary copy. Redistribution subject to AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp



044118-8 Yang et al. J. Chem. Phys. 135, 044118 (2011)

TABLE III. The basis set effect of diffuse functions on the nonrelativistic �SCF Rydberg excitation energies of the R8 database.

cc-pVQZ
Functional F Ne Ne+ Cl Ar Br Kr Kr+ MSE MUE

HF 496.85 646.42 804.40 303.79 391.42 248.37 307.64 343.20 128.43 128.43
B88 489.91 636.65 791.79 287.17 394.99 232.35 288.52 337.42 118.01 118.01
SVWN 519.83 670.02 825.69 312.99 397.28 261.33 315.45 362.08 143.75 143.75
PBE 509.75 654.70 814.55 305.53 390.91 250.38 306.11 351.73 133.62 133.62
B3LYP 514.87 658.89 820.37 311.81 395.39 257.14 311.96 358.41 139.27 139.27
LC-ωPBE 523.13 667.39 828.11 319.75 391.33 273.06 320.71 357.21 145.75 145.75
HSE 511.14 656.71 817.89 309.41 402.55 254.62 310.87 354.12 137.83 137.83
ωB97X-D 520.04 666.52 828.24 320.28 391.76 264.46 319.97 361.03 144.70 144.70
M06-L 614.09 787.48 914.62 371.06 384.66 312.41 370.92 386.92 203.43 203.43
M06 518.79 668.32 829.78 312.56 384.93 254.32 310.72 358.76 140.44 140.44

aug-cc-pVQZ
HF 277.84 375.34 598.60 195.01 259.78 172.65 226.11 311.90 − 12.18 12.18
B88 289.42 386.55 603.85 189.92 252.88 164.98 215.91 299.53 − 13.96 14.45
SVWN 320.49 420.81 637.88 215.64 278.85 190.44 240.79 327.07 14.66 14.66
PBE 311.10 406.99 627.75 210.22 272.59 184.31 234.67 320.45 6.68 7.04
B3LYP 312.70 406.84 630.17 212.89 273.90 187.97 236.94 324.54 8.91 8.91
LC-ωPBE 300.49 387.08 634.12 211.39 270.52 188.25 236.62 332.03 5.73 5.73
HSE 308.45 404.36 627.17 211.31 274.34 186.53 237.30 324.02 7.35 7.35
ωB97X-D 317.13 414.27 639.16 220.51 283.43 194.61 244.37 333.08 16.49 16.49
M06-L 319.46 415.01 644.34 224.66 291.78 195.41 245.74 336.97 19.84 19.84
M06 319.39 419.13 644.26 217.40 283.57 189.66 239.93 328.45 15.89 15.89

d-aug-cc-pVQZ
HF 256.66 343.96 595.23 185.58 246.27 166.10 217.01 311.51 − 24.05 24.05
B88 270.99 358.65 601.06 182.50 241.89 160.17 208.98 299.29 − 23.89 23.89
SVWN 304.56 396.14 635.70 210.27 270.55 187.30 236.06 327.00 6.61 6.61
PBE 293.93 380.82 625.16 203.60 262.80 180.15 228.70 320.26 − 2.41 2.67
B3LYP 295.59 381.11 627.71 206.25 264.29 183.72 231.03 324.38 − 0.07 2.38
LC-ωPBE 300.49 387.10 634.16 211.39 270.52 188.26 236.63 332.03 5.74 5.74
HSE 290.83 377.56 624.57 204.54 264.29 182.26 231.16 323.83 − 1.95 2.78
ωB97X-D 298.22 386.00 636.29 212.53 272.07 189.21 237.00 332.81 6.18 6.18
M06-L 303.48 389.84 642.48 218.95 282.79 192.04 240.51 332.20 10.95 10.95
M06 302.21 392.78 641.82 210.97 274.13 185.30 233.84 328.25 6.83 6.83

t-aug-cc-pVQZ
HF 256.64 343.85 595.17 185.57 246.25 166.10 217.00 311.51 − 24.07 24.07
B88 270.97 358.55 601.02 182.50 241.88 160.17 208.97 299.29 − 23.92 23.92
SVWN 304.56 396.12 635.67 210.26 270.54 187.29 236.04 327.00 6.60 6.60
PBE 293.92 380.76 625.13 203.60 262.80 180.15 228.69 320.26 − 2.42 2.68
B3LYP 295.58 381.06 627.68 206.25 264.29 183.72 231.02 324.38 − 0.09 2.38
LC-ωPBE 300.49 387.08 634.12 211.39 270.52 188.25 236.62 332.03 5.73 5.73
HSE 290.82 377.51 624.53 204.54 264.29 182.25 231.16 323.83 − 1.97 2.79
ωB97X-D 298.20 385.89 636.25 212.52 272.06 189.21 236.99 332.81 6.16 6.16
M06-L 303.44 389.84 642.48 218.85 282.72 191.94 240.40 332.13 10.89 9.51
M06 302.20 392.70 641.81 210.97 274.13 185.29 233.82 328.25 6.81 6.26

mda-QZVP
HF 256.71 344.06 595.51 185.69 246.35 166.31 217.25 311.88 − 23.87 22.84
B88 270.96 358.60 601.05 182.64 242.01 160.65 209.46 300.20 − 23.64 21.20
SVWN 304.56 396.07 635.66 210.41 270.68 187.67 236.42 327.73 6.82 6.32
PBE 293.93 380.82 625.16 203.60 262.80 180.15 228.70 320.26 − 2.41 3.50
B3LYP 295.53 381.01 627.75 206.32 264.35 184.01 231.32 324.92 0.07 2.24
LC-ωPBE 300.40 386.97 634.12 211.46 270.58 188.60 236.97 332.69 5.89 5.97
HSE 290.80 377.51 624.69 204.64 264.39 182.58 231.51 324.53 − 1.75 2.83
ωB97X-D 298.22 386.00 636.29 212.53 272.07 189.21 237.00 332.81 6.18 6.18
M06-L 304.04 391.09 641.68 219.39 283.19 192.25 240.92 337.54 11.93 11.93
M06 302.24 393.31 641.13 210.93 274.01 185.56 234.26 328.51 6.91 6.91
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TABLE IV. Scalar relativistic effects on the �SCF excitation energies of
the VR17 database.a

V9 R8

B+ 2s2 → 2s12p1 0.16 F 2s22p5 → 2s22p43s1 − 0.39
B 2s22p1 → 2s12p2 0.12 Ne+ 2s22p5 → 2s22p43s1 − 0.70
C+ 2s22p1→ 2s12p2 0.35 Ne 2s22p6 → 2s22p53s1 − 0.52
Al+ 3s2→ 3s13p1 0.84 Cl 3s23p5 → 3s23p44s1 − 0.66
Al 3s23p1→ 3s13p2 0.71 Ar 3s23p6 → 3s23p54s1 − 0.76
Si+ 3s23p1→ 3s13p2 1.37
Ga+ 4s2 → 4s14p1 6.99 Br 4s24p5 → 4s24p45s1 − 2.03
Ga 4s24p1→ 4s14p2 6.17 Kr+ 4s24p5 → 4s24p45s1 − 2.86
Ge+ 4s24p1 → 4s14p2 9.03 Kr 4s24p6 → 4s24p55s1 − 2.01

aThe scalar relativistic corrections are evaluated by taking the difference of excitation
energies calculated by DKH calculation with cc-pVQZ-DK (or d-aug-cc-pVQZ-DK)
and non-relativistic calculations with cc-pVQZ (or d-aug-cc-pVQZ) averaged over HF
and 56 tested functionals.

Rydberg excitation energies in the VR17 database. Table IV
lists the electron configurations and the calculated scalar rel-
ativistic effects for all excitations. The estimated scalar rela-
tivistic corrections were obtained by taking the average of the
DKH and NR differences over the �SCF results for all tested
methods.

The scalar relativistic effect stabilizes s electrons rela-
tive to p electrons. This is clearly shown in Table IV. For
the valence excitations in the V9 database, where the exci-
tation involves a transition from an ns orbital to an np or-
bital, the scalar relativistic effects are positive, which means
the scalar relativistic effect increases the excitation energies.
On the other hand, in the R8 database, where the excitation
involves a transition from an np orbital to an (n + 1)s orbital,
the scalar relativistic effects are negative.

The scalar relativistic effect of the cations is larger than
that of their neutral counterparts, which is understandable
since the electrons are closer to the nucleus in the cations.
The scalar relativistic correction is quite small for B, B+, and
C+, on the order of a few tenths of kcal/mol. For F, Ne+,
Ne, Al, Al+, Si+, Cl, and Ar, the scalar relativistic correc-
tion is still quite small, usually smaller than 1 kcal/mol, but
not negligible for quantitative results. For the valence excita-
tions of 4p elements (Ga and Ge), the scalar relativistic effect
becomes quite large, 6–9 kcal/mol, so the scalar relativistic
effect should always be taken into account for multiplicity-
changing valence excitations for the 4p elements. The scalar
relativistic corrections to the Rydberg excitations are some-
what smaller than those to valence excitations. However, they
are still 2–3 kcal/mol for Br, Kr+ and Kr and should always be
taken into account for quantitative results. The DKH Hamil-
tonian was used to account for the scalar relativistic effect for
�SCF calculations throughout the paper, except for Tables II
and III that report nonrelativistic results, as indicated in the
table heading.

VII. MULTIPLICITY-CHANGING EXCITATION
ENERGIES

A. �SCF

In Tables V and VI, the spin-orbit-free (see Eq. (1))
experimental excitation energies are listed in the second

row. The DKH-calculated valence excitation energies of var-
ious functionals with the cc-pVQZ-DK basis set, as well as
the mean signed errors (MSEs) and mean unsigned errors
(MUEs) are listed in Table V. The DKH-calculated Ryd-
berg excitation energies of various functionals with d-aug-cc-
pVQZ-DK basis set and the corresponding MSEs and MUEs
are tabulated in Table VI. The MUE is used to evaluate the
performance of a density functional, and the MSE will show
whether there is a systematic trend to overestimate (positive
MSE) or underestimate (negative MSE) the calculated low-
spin-to-high-spin excitation energies. The MUEs of CCSD(T)
with cc-pV5Z-DK (for the V9 database) and d-aug-cc-pV5Z-
DK (for the R8 database) are 2.7 and 1.4 kcal/mol, respec-
tively. The CCSD(T) calculated valence and Rydberg excita-
tion energies are listed in the third row of Tables V and VI, for
comparison to the performance of various density functionals.

1. Valence excitations

Due to the lack of correlation, the exchange-only approx-
imations B88, OptX, and HF strongly underestimate the va-
lence excitation energies, with MSEs of –20, –25, and –32
kcal/mol, respectively, which means that the exchange-only
methods strongly favor the high-spin excited states. This is
a well known trend for HF, which may be explained by re-
calling that the Fermi hole is included in Hartree–Fock ex-
change, but not the Coulomb hole. Our results show that the
trend to stabilize the high-spin states is less dramatic for the
B88 and OptX GGA exchange functionals than for Hartree–
Fock exchange. By adding the Lee-Yang-Parr (LYP) correla-
tion functional, the resulting MSEs of the BLYP, OLYP, and
HFLYP functionals are much less negative, and the MUEs are
much smaller. The MUEs of BLYP, OLYP, and HFLYP are
9, 4, and 6 kcal/mol, respectively. Similar trends can be ob-
served when adding PW91 correlation to the HF and B88 ex-
change. However, the MSE of HFPW91 is still quite negative,
–18 kcal/mol, and the MUE of HFPW91 is still quite large,
18 kcal/mol. This might be a result of the incompatibility
of the HF exchange and the PW91 correlation. Note that al-
though we do not show the combination of the OptX exchange
with PW91 correlation, the PBE correlation in OPBE is very
similar to the PW91 correlation.

The three LSDAs in Table V give MUEs of only
9 kcal/mol, which is surprising by considering the simplicity
of those functionals and the fact that most of the more com-
plicated functionals tested have MUEs larger than 6 kcal/mol.

It has sometimes been pointed out that standard lo-
cal functionals (like LSDA, BLYP, etc.) systematically over-
stabilize low-spin states, while hybrid functionals (like
B3LYP and PBE1) do better.44, 54 We do observe that some
GGA functionals, such as BLYP and mPWLYP, tend to over-
stabilize the low-spin states, giving too high excitation en-
ergies. But there are also some GGA functionals, such as
BPW91, OPBE, PBE, PW91, and RPBE, which on average
favor high-spin states relative to low-spin states, giving neg-
ative MSEs. The BPW91, PBE, PW91, and RPBE function-
als underestimate the excitation energies of the first and sec-
ond row elements (B, C, Al, and Si) but overestimate the
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TABLE V. The performance of relativistic CCSD(T) and �SCF calculations with various functionals for the valence excitations of the V9 database
(kcal/mol).a

B+ B C+ Al+ Al Si+ Ga+ Ga Ge+

Expt.b 106.78 82.35 122.92 107.27 82.98 126.00 138.05 108.69 147.34 MSE MUE

CCSD(T) 107.40 82.83 123.18 104.23 79.99 119.14 134.99 105.60 143.32 − 2.41 2.71
Exchange only

B88 73.63 53.13 89.23 89.94 63.32 100.43 133.21 102.24 141.75 − 19.50 19.50
HF 72.43 50.64 84.31 81.98 55.78 90.62 105.91 75.83 112.09 − 32.53 32.53
OptX 77.61 53.97 89.13 84.76 57.90 92.47 121.97 90.09 127.16 − 25.26 25.26

LSDA
SPL 94.73 75.75 113.14 109.46 85.44 124.76 151.37 123.06 164.36 2.19 8.78
SPWL 94.24 75.74 113.25 108.98 85.23 124.52 150.47 122.22 163.43 1.74 8.48
SVWN 93.50 74.33 111.81 108.67 84.34 123.62 151.04 122.40 162.71 1.12 8.85

GGA
BLYP 95.09 84.85 124.88 110.80 90.82 130.64 151.02 126.34 167.83 6.66 9.25
BPW91 88.95 73.12 110.66 100.71 78.99 117.21 141.58 114.35 154.39 − 4.71 8.32
MOHLYP 101.93 87.50 128.16 106.38 85.95 124.09 140.82 115.02 154.55 2.45 4.15
mPWLYP 96.43 86.27 126.61 112.82 92.79 132.95 152.26 127.60 169.47 8.31 10.61
OLYP 99.03 85.63 124.71 105.46 85.17 122.42 140.04 114.36 153.37 0.87 3.79
OPBE 92.89 73.82 110.26 95.11 73.23 108.71 129.51 101.44 138.96 − 10.94 10.94
PBE 91.76 75.71 114.12 104.71 82.87 121.83 144.35 117.26 158.09 − 1.30 6.99
PW91 91.61 75.80 113.98 104.77 82.90 121.80 144.26 117.04 157.84 − 1.37 6.94
RPBE 94.33 78.86 118.00 104.14 83.00 121.60 141.53 114.83 155.21 − 1.21 5.10

Hybrid GGA
B3LYP 94.80 83.22 122.53 108.90 88.38 127.65 145.36 120.22 161.04 3.30 6.05
B3LYP* 94.79 82.97 122.28 109.29 88.62 128.00 146.79 121.52 162.50 3.82 6.63
B3LYP54 94.72 84.87 124.18 106.14 86.74 125.32 135.82 111.72 151.42 − 0.16 3.42
B3LYP60 94.67 85.15 124.46 105.63 86.45 124.91 134.16 110.27 149.77 − 0.77 3.39
B3PW91 89.98 73.97 111.29 100.80 78.98 116.97 137.43 110.36 150.02 − 5.84 6.81
B3V5LYP 94.95 83.53 122.86 108.95 88.56 127.85 145.23 120.18 161.00 3.42 6.06
B97-3 95.56 79.92 119.60 109.37 86.86 126.70 145.92 119.03 160.35 2.33 6.10
B98 97.98 82.21 122.21 109.84 87.76 127.56 147.14 121.17 162.06 3.95 6.09
HFLYP 93.94 82.37 119.89 102.92 83.23 120.65 124.41 100.59 138.63 − 6.20 6.26
HFPW91 87.83 70.59 105.68 92.92 71.59 107.41 113.88 88.03 124.70 − 17.75 17.75
MPW1K 89.39 72.95 109.60 98.63 76.92 114.30 130.19 103.32 142.24 − 9.43 9.43
MPW1PW91 89.78 73.62 110.77 100.35 78.60 116.45 135.40 108.35 147.91 − 6.79 6.92
MPW3LYP 95.78 84.45 123.95 110.33 89.88 129.37 145.86 120.86 161.89 4.44 6.89
MPWLYP1M 96.34 86.10 126.30 112.35 92.31 132.33 150.82 126.16 167.85 7.58 9.90
O3LYP 98.23 84.39 123.18 105.27 84.66 122.07 138.66 112.81 151.88 − 0.14 3.08
PBE1 90.89 74.46 112.00 101.76 79.95 118.11 136.46 109.51 149.35 − 5.54 6.17

Range-separated GGA
CAM-B3LYP 95.63 83.55 122.74 109.06 88.64 128.08 143.34 118.41 159.70 2.97 5.49
HSE 90.54 74.44 111.85 101.97 80.18 118.42 137.65 110.93 151.04 − 5.04 6.36
LC-MPWLYP 95.32 82.67 122.34 108.40 88.03 127.98 140.73 115.93 158.40 1.94 4.61
LC-OLYP 96.60 82.89 122.04 107.82 87.33 126.41 138.36 113.44 154.83 0.82 3.27
LC-OPBE 90.38 70.92 107.53 97.28 75.16 112.57 128.01 100.74 140.63 − 11.02 11.02
LC-ωPBE 90.07 73.15 111.56 97.26 75.83 114.37 130.72 103.80 145.40 − 8.91 8.91
ωB97X 91.20 75.87 111.50 105.22 83.65 121.10 149.87 126.45 166.55 1.00 9.99

Range-separated GGA-D
ωB97X-D 87.64 71.63 106.79 100.28 78.33 115.40 145.72 121.07 160.24 − 3.92 11.24

Meta-GGA
M06-L 90.35 76.86 114.23 106.22 82.61 121.71 148.08 122.52 162.26 0.27 8.34
TPSS 93.08 81.92 120.42 101.42 82.19 120.12 138.20 112.02 151.79 − 2.36 4.12
VS98 98.52 77.46 113.20 103.68 80.06 117.13 145.49 120.06 155.97 − 1.20 7.30

Hybrid meta-GGA
BMK 91.63 75.10 115.60 107.79 83.53 124.47 153.41 126.53 168.33 2.67 9.61
M05 107.31 92.14 134.49 114.76 93.52 135.05 158.82 136.00 179.08 14.31 14.31
M05-2X 109.06 91.59 134.52 120.31 97.16 137.82 144.03 119.44 158.31 9.97 9.97
M06 96.37 81.61 119.49 110.59 88.48 129.00 158.13 132.60 173.56 7.49 10.73
M06-2X 106.00 87.84 129.77 115.75 90.83 130.35 139.26 111.87 151.89 4.58 4.75
M06-HF 117.51 97.01 141.90 114.85 91.44 129.31 115.01 84.22 122.69 − 0.94 15.10
M08-HX 102.81 83.89 123.83 110.55 86.74 127.00 137.61 109.67 150.84 1.17 2.15
M08-SO 105.17 87.86 127.36 113.97 91.64 134.01 142.23 117.45 159.03 6.26 6.62
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TABLE V. (Continued)

B+ B C+ Al+ Al Si+ Ga+ Ga Ge+

Expt.b 106.78 82.35 122.92 107.27 82.98 126.00 138.05 108.69 147.34 MSE MUE

MPW1KCIS 93.30 75.39 113.58 105.46 82.01 120.63 142.49 115.07 155.42 − 2.11 6.31
MPWKCIS1K 92.80 74.36 111.84 103.02 79.49 117.43 135.00 107.70 147.12 − 5.96 5.96
PW6B95 96.06 79.46 119.27 106.85 83.33 122.63 143.04 115.83 156.53 0.07 4.75
PWB6K 95.17 77.73 116.95 104.66 80.83 119.63 137.43 110.12 150.22 − 3.29 4.25
τHCTHhyb 98.97 83.24 122.76 110.67 88.77 128.15 150.41 125.71 166.34 5.85 7.62
TPSS1KCIS 91.22 76.82 115.32 100.93 79.25 117.07 136.78 109.60 149.14 − 5.14 5.74
TPSSh 93.13 81.43 119.62 101.03 81.63 119.38 135.91 109.81 149.33 − 3.46 4.15

aAll the calculations were performed with DKH Hamiltonian and cc-pVQZ-DK basis set except CCSD(T), which were performed with DKH Hamiltonian and cc-pV5Z-DK basis
set.
b Experimental values are spin-orbital-free excitation energies averaged over all J values.

excitation energies of the third row elements (Ga and Ge). The
OPBE functional always underestimates the excitation ener-
gies for the V9 database.

The tested GGA functionals tend to have different be-
haviors determined mainly by their correlation functionals. In
the nine tested GGA xc functionals, there are only three cor-
relation functionals, LYP, PW91, and PBE, and, as already
mentioned, the PW91 and PBE correlation functionals are
almost identical. The GGAs with the LYP correlation func-
tional tend to favor the low-spin states, and the GGAs with
the PBE or PW91 correlation functional tend to favor the
high-spin states. This can be seen clearly from the compar-
ison of BLYP and BPW91, or OLYP and OPBE. The OLYP
yields the best performance for valence excitations in the V9
database, in agreement with its good performance for spin
splitting in studies of iron complexes.50–52, 54 The MOHLYP
functional, using a modified OptX exchange to fulfill the uni-
form electron gas limit and one half of the LYP correlation,
was previously developed77 to improve the OLYP functional
for transition metal systems. It is encouraging to see the good
performance of MOHLYP for the valence excitation energies
in the V9 database, with an MUE smaller than all other tested
GGA functionals except OLYP.

Unlike the GGA functionals, which have different be-
haviors according to their correlation functionals, the hy-
brid GGA functionals have more uniform performance. The
MUEs of most hybrid functionals for the valence excita-
tion are around 6 kcal/mol. For GGA functionals that over-
estimate the valence excitation energies, like BLYP (MUE
= 9 kcal/mol) and mPWLYP (MUE = 11 kcal/mol), the in-
clusion of some portion of Hartree–Fock exchange does lower
the high-spin/low-spin energy gaps, in particular for the exci-
tation energies in the V9 database, and this reduces the er-
rors by about 3–4 kcal/mol, as illustrated by the MUEs of
B3LYP (6 kcal/mol) and MPW3LYP (7 kcal/mol). By includ-
ing Hartree–Fock exchange, the hybrid functionals always
yield more negative MSEs than their parent local function-
als, which means that, for reasons already explained, Hartree–
Fock exchange favors high-spin states relative to low-spin
states, thus reducing the calculated excitation energies.

Based on the observation that the high-spin/low-spin en-
ergy gaps seem to depend almost linearly on the percentage
of Hartree–Fock exchange in hybrid functionals for the iron
complexes studied, Reiher and coworkers proposed a func-

tional called B3LYP* with reduced percentage of Hartree–
Fock exchange for the spin-states energetics.44 However,
B3LYP* does not yield better performance over B3LYP for
the valence excitation energies in the V9 database. On the
other hand, B3LYP54 and B3LYP60, which have higher per-
centages of Hartree–Fock exchange, yield much better perfor-
mance. This shows that the percentage of Hartree–Fock ex-
change that gives the best result is system-dependent.

For the range-separated functionals, the performance
for the valence excitation energies in the V9 database is
sometimes very poor, even worse than SVWN. The long-
range corrected functionals LC-OPBE and LC-ωPBE, like
the exchange-only methods, always underestimate the exci-
tation energies for all tested cases. On the other hand, the LC-
MPWLYP and LC-OPBE functionals perform well for the V9
database, with MUEs of 5 and 3 kcal/mol.

The best performance for the excitation energies of the
V9 database is obtained by the hybrid meta-GGA functional
M08-HX, with an MUE of 2.2 kcal/mol which is even smaller
than that of CCSD(T). This agrees with an earlier study104

of multiplicity-changing excitation energies. The TPSS meta-
GGA functional and its hybrid form TPSSh, also perform well
for the valence excitations with nearly equal MUEs (about
4 kcal/mol). Both PW6B95 and PWB6K, with very few pa-
rameters compared to the later Minnesota functionals, yield
quite reasonable excitation energies, with MUEs of 5 and
4 kcal/mol. The M06-2X functional also performs well for the
V9 database. The meta-GGA and hybrid meta-GGA function-
als with lower percentages of Hartree–Fock exchange, such
as M06, M05, and M06-L, are of special interest because
they perform well for catalytic databases including transition
metals110 but they all give quite large errors for the high-
spin/low-spin excitation energies. Some of them have errors
even larger than that of the simple SVWN. This is a clear in-
dication that further work must be done to develop function-
als suitable for the study of chemical reactions involving spin
changes during the reaction process.

2. Rydberg excitations

For the Rydberg excitations in the R8 database, Table VI
shows that the exchange-only methods again strongly un-
derestimate the excitation energies. The calculated errors of
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TABLE VI. The performance of relativistic �SCF calculations with various functionals for the Rydberg excitations of the R8 database (kcal/mol).a

F Ne Ne+ Cl Ar Br Kr Kr+

Expt.b 292.88 384.58 626.93 205.81 268.12 180.89 233.56 321.91 MSE MUE

CCSD(T) 291.60 382.90 624.96 204.69 266.54 182.12 233.26 323.79 − 0.60 1.38
Exchange only

B88 270.62 358.14 600.36 181.85 241.17 158.23 207.07 296.39 − 25.11 25.11
HF 256.25 343.39 594.51 184.92 245.52 164.09 215.08 308.71 − 25.28 25.28
OptX 267.15 359.96 599.55 183.75 245.65 158.18 209.93 298.80 − 23.96 23.96

LSDA
SPL 301.70 392.97 632.71 207.66 267.54 183.52 231.95 324.99 3.55 4.09
SPWL 300.35 392.17 631.24 206.61 266.85 182.56 231.29 321.47 2.23 3.23
SVWN 304.18 395.61 634.99 209.58 269.76 185.24 236.41 324.00 5.64 5.64

GGA
BLYP 296.52 381.35 626.19 203.58 260.68 179.35 225.57 317.68 − 2.97 3.88
BPW91 295.30 382.13 627.60 204.81 263.91 179.91 228.56 319.66 − 1.60 2.37
MOHLYP 288.93 377.12 619.28 202.60 261.30 176.83 225.32 317.08 − 5.78 5.78
mPWLYP 296.61 381.38 625.94 203.28 260.34 179.10 225.21 317.14 − 3.21 4.14
OLYP 293.26 383.53 625.55 205.74 265.60 179.59 228.99 320.40 − 1.50 1.60
OPBE 291.31 383.57 626.29 206.75 268.52 180.07 231.82 321.02 − 0.67 1.00
PBE 293.55 380.30 624.46 202.94 262.05 178.09 226.63 317.27 − 3.67 3.84
PW91 295.32 382.18 626.78 204.01 263.08 179.18 227.65 318.34 − 2.27 2.88
RPBE 291.39 377.57 622.44 202.56 261.39 177.27 225.86 316.88 − 4.91 4.91

Hybrid GGA
B3LYP 295.20 380.57 627.00 205.58 263.52 181.73 228.98 321.47 − 1.33 2.14
B3LYP* 295.82 381.53 627.12 205.32 263.27 181.40 228.56 320.80 − 1.36 2.27
B3LYP54 291.27 374.27 626.37 207.46 265.10 184.10 231.71 326.07 − 1.04 3.30
B3LYP60 290.63 373.19 626.29 207.80 265.36 184.53 232.17 326.88 − 0.98 3.63
B3PW91 293.61 380.67 627.56 206.10 265.66 181.79 230.99 322.71 − 0.70 1.54
B3V5LYP 294.46 379.92 626.29 204.98 262.95 181.19 228.44 320.96 − 1.94 2.41
B97-3 298.00 384.47 633.40 211.24 270.26 184.97 234.29 327.03 3.62 3.65
B98 296.65 384.41 632.23 209.94 269.23 185.44 234.38 327.61 3.15 3.19
HFLYP 282.81 367.55 620.59 207.20 266.07 185.75 234.65 330.26 − 2.47 6.40
HFPW91 282.22 368.85 622.68 208.87 269.58 186.92 238.02 332.84 − 0.59 7.07
MPW1K 289.24 376.01 625.03 206.24 266.25 182.62 232.54 324.94 − 1.48 2.77
MPW1PW91 291.70 378.48 625.93 205.48 265.15 181.34 230.75 322.49 − 1.67 1.93
MPW3LYP 294.35 379.65 625.93 204.93 262.83 181.24 228.41 320.85 − 2.06 2.52
MPWLYP1M 295.81 380.58 625.61 203.44 260.64 179.39 225.70 317.78 − 3.22 3.95
O3LYP 293.19 383.04 626.47 206.56 266.54 180.96 230.48 322.42 − 0.63 1.04
PBE1 290.14 376.93 623.58 204.25 263.98 180.15 229.58 321.13 − 3.12 3.12

Range-separated GGA
CAM-B3LYP 296.48 382.01 627.18 207.55 265.44 183.96 231.02 323.91 0.36 2.31
HSE 290.43 377.02 623.85 203.86 263.52 180.17 229.06 320.84 − 3.24 3.24
LC-MPWLYP 303.92 390.57 633.41 211.56 269.35 188.09 234.66 329.31 5.77 5.77
LC-OLYP 300.47 390.65 629.79 211.04 270.22 187.12 234.89 328.68 4.77 4.77
LC-OPBE 298.82 391.07 630.67 212.30 273.46 187.94 238.13 331.00 6.09 6.09
LC-ωPBE 300.09 386.56 633.44 210.67 269.70 185.90 234.24 328.64 4.32 4.32
ωB97X 299.53 386.86 635.63 213.65 272.92 189.40 236.12 325.50 5.62 5.62

Range-separated GGA-D
ωB97X-D 297.83 385.46 635.57 211.84 271.29 187.14 234.75 329.76 4.87 4.87

Meta-GGA
M06-L 303.14 389.35 641.85 218.29 282.00 189.75 238.02 333.68 10.18 10.18
TPSS 292.54 380.47 625.56 207.02 266.35 183.42 232.38 324.61 − 0.29 1.90
VS98 297.06 390.86 636.01 210.80 271.25 184.68 234.45 328.98 4.93 4.93

Hybrid meta-GGA
BMK 298.38 384.09 632.80 210.70 270.94 183.56 232.23 325.07 2.89 3.34
M05 297.43 388.53 635.88 209.64 273.24 184.78 230.83 327.78 4.18 4.86
M05-2X 299.04 387.86 633.58 213.05 271.96 190.82 240.90 333.43 7.00 7.00
M06 301.87 392.30 641.18 210.32 273.34 183.08 231.27 325.09 5.47 6.04
M06-2X 296.26 381.95 628.80 209.26 268.46 181.03 231.57 321.92 0.57 1.73
M06-HF 289.63 377.12 621.05 206.06 260.14 183.40 234.91 323.36 − 2.38 3.77
M08-HX 293.32 382.01 629.54 207.39 266.67 186.33 237.61 327.85 2.01 3.01
M08-SO 294.33 382.16 629.45 205.08 265.41 181.54 231.24 320.83 − 0.58 1.74
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TABLE VI. (Continued)

F Ne Ne+ Cl Ar Br Kr Kr+

Expt.b 292.88 384.58 626.93 205.81 268.12 180.89 233.56 321.91 MSE MUE

MPW1KCIS 294.59 381.06 627.62 204.28 263.69 179.00 227.77 319.03 − 2.21 2.81
MPWKCIS1K 290.95 377.43 626.26 205.38 265.38 180.81 230.43 322.55 − 1.94 2.10
PW6B95 294.22 382.14 628.89 206.54 266.57 182.28 231.22 323.73 0.11 1.70
PWB6K 290.73 379.07 626.83 206.54 267.27 182.80 232.46 325.47 − 0.44 1.99
τHCTHhyb 299.14 388.83 635.94 212.42 272.56 189.39 237.89 331.36 6.61 6.61
TPSS1KCIS 292.19 379.16 625.98 205.90 265.15 181.22 230.20 322.53 − 1.54 1.80
TPSSh 291.33 379.19 625.17 207.21 266.78 183.82 233.10 325.57 − 0.31 2.31

aAll the calculations were performed with DKH Hamiltonian and d-aug-cc-pVQZ-DK basis set except CCSD(T), which were performed with DKH Hamiltonian and d-aug-cc-pV5Z-
DK basis set.
bExperimental values are spin-orbital-free excitation energies averaged over all J values.

OptX can be reduced to less than 2 kcal/mol by adding either
LYP or PBE correlation, with similar trends observed for B88
and HF. The great reduction of the calculated error by adding
correlation functionals indicates the importance of dynamic
correlation in the correct description of multiplicity-changing
excitation energies. Unlike the case for valence excitation en-
ergies in the V9 database, the general trends for Rydberg ex-
citation energies in the R8 database are not so sensitive to the
choice of correlation functional, as one can see from the com-
parison of BLYP to BPW91, OLYP to OPBE, and HFLYP to
HFPW91. The calculated errors of various density functionals
for Rydberg excitation energies are much smaller than those
in the V9 database.

The LSDA functionals, namely, SPL, SPWL, and
SVWN, favor low-spin ground states relative to high-spin
Rydberg states and give positive MSEs. All tested GGA func-
tionals tend to underestimate the Rydberg excitation ener-
gies as shown by the negative MSEs. MOHLYP and RPBE
functionals always underestimate the excitation energies, as
seen by the MSE being precisely the negative of the MUE in
Table VI. The GGA functionals perform well for the Ryd-
berg excitation energies, with the best performance obtained
by OPBE (MUE = 1.0 kcal/mol). The performance of OLYP
is also quite good, with an MUE of 1.6 kcal/mol. It is worth
pointing out that the best performing functionals have MUEs
similar to CCSD(T).

By including a portion of Hartree–Fock exchange, the hy-
brid GGA functionals improve the performances of �SCF
calculations for Rydberg excitations over that of the local
functionals. However, the hybrid GGA functionals B97-3 and
B98, which have reasonably good accuracy for the thermo-
chemistry of closed-shell molecules, do not provide satisfac-
tory results in this case, and are among the worst hybrid GGA
functionals for the R8 database. Once again, the B3LYP*
functional, designed to improve the performance for spin en-
ergetics, does not yield any improvement over the original
B3LYP. Unlike for the case of the V9 database, the perfor-
mance of B3LYP54 and B3LYP60, which have higher per-
centages of Hartree–Fock exchange, is worse than that of
B3LYP and B3LYP* for the R8 database.

Local functionals do not seem to have large deficiencies
for describing Rydberg excitations with the �SCF approach,
since most functionals have MUEs smaller than 4 kcal/mol.

All LSDA and GGA functionals give quite good results for
the atomic Rydberg excitations.

Table VI shows that meta-GGA and hybrid meta-GGA
functionals do not seem to improve the performance for
Rydberg excitation over the best performing GGA and
hybrid-GGA functionals. However, three functionals stand
out, for especially good performance in absolute terms,
namely, M06-2X, M08-SO, and PW6B95, with MUEs close
to 1.7 kcal/mol. Five other hybrid meta-GGA functionals
also have MUEs below 2.5 kcal/mol: TPSS1KCIS (MUE
= 1.8 kcal/mol), TPSS (MUE = 1.9 kcal/mol), PWB6K
(MUE = 2.0 kcal/mol), MPWKCIS1K (MUE = 2.1
kcal/mol), and TPSSh (MUE = 2.3 kcal/mol). M08-HX,
which is the best hybrid meta-GGA functional for valence ex-
citations, gives acceptable results for Rydberg excitation, with
an MUE of 3.0 kcal/mol.

3. Overall performance

The overall performance of various density func-
tionals for valence and Rydberg excitations calculated
with the �SCF method is summarized in Table VII.
Our results show that Rydberg excitations of p-block
atoms and cations are, in fact, well described by most
tested functionals, which may be contrary to some ex-
pectations. However, the valence excitations in the V9
database represent a harder test for the current function-
als. Several widely used functionals, e.g., PBE, PW91,
B3LYP, PBE1, M06, and M06-L, have MUEs larger than
6.0 kcal/mol for valence excitations. The best functional for
combined valence and Rydberg excitations is the O3LYP hy-
brid GGA functional, which has an MUE (2.1 kcal/mol) com-
parable to that of CCSD(T) (2.0 kcal/mol). The M08-HX and
OLYP functionals also perform well, with MUEs of 2.6 and
2.7 kcal/mol. Other functionals with MUEs below 4 kcal/mol
are: TPSS (3.0), PWB6K (3.2), PW6B95 (3.2), TPSSh (3.2),
M06-2X (3.2), B3LYP54 (3.4), B3LYP60 (3.5), TPSS1KCIS
(3.8), and CAM-B3LYP (3.9). It is encouraging to see that
many meta-GGA and hybrid meta-GGA functionals perform
well for valence and Rydberg excitations, which confirms the
efficacy of including kinetic energy density into the functional
forms. However, it is disappointing to see that the function-
als such as M06, M05, M06-L, τHCTHhyb, and ωB97X-D,
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TABLE VII. The overall performance of relativistic �SCF calculations
with various functionals for valence and Rydberg excitations in the VR17
database (kcal/mol).

V9 R8 VR17

MSE MUE MSE MUE MSE MUE

CCSD(T) − 2.41 2.71 − 0.60 1.38 − 1.51 2.04
Exchange only

B88 − 19.50 19.50 − 25.11 25.11 − 22.30 22.30
HF − 32.53 32.53 − 25.28 25.28 − 28.90 28.90
OptX − 25.26 25.26 − 23.96 23.96 − 24.61 24.61

LSDA
SPL 2.19 8.78 3.55 4.09 2.87 6.44
SPWL 1.74 8.48 2.23 3.23 1.99 5.85
SVWN 1.12 8.85 5.64 5.64 3.38 7.24

GGA
BLYP 6.66 9.25 − 2.97 3.88 1.85 6.56
BPW91 − 4.71 8.32 − 1.60 2.37 − 3.15 5.35
MOHLYP 2.45 4.15 − 5.78 5.78 − 1.66 4.96
mPWLYP 8.31 10.61 − 3.21 4.14 2.55 7.38
OLYP 0.87 3.79 − 1.50 1.60 − 0.32 2.69
OPBE − 10.94 10.94 − 0.67 1.00 − 5.80 5.97
PBE − 1.30 6.99 − 3.67 3.84 − 2.49 5.42
PW91 − 1.37 6.94 − 2.27 2.88 − 1.82 4.91
RPBE − 1.21 5.10 − 4.91 4.91 − 3.06 5.01

Hybrid GGA
B3LYP 3.30 6.05 − 1.33 2.14 0.99 4.09
B3LYP* 3.82 6.63 − 1.36 2.27 1.23 4.45
B3LYP54 − 0.16 3.42 − 1.04 3.30 − 0.60 3.36
B3LYP60 − 0.77 3.39 − 0.98 3.63 − 0.87 3.51
B3PW91 − 5.84 6.81 − 0.70 1.54 − 3.27 4.17
B3V5LYP 3.42 6.06 − 1.94 2.41 0.74 4.23
B97-3 2.33 6.10 3.62 3.65 2.98 4.88
B98 3.95 6.09 3.15 3.19 3.55 4.64
HFLYP − 6.20 6.26 − 2.47 6.40 − 4.34 6.33
HFPW91 − 17.75 17.75 − 0.59 7.07 − 9.17 12.41
MPW1K − 9.43 9.43 − 1.48 2.77 − 5.45 6.10
MPW1PW91 − 6.79 6.92 − 1.67 1.93 − 4.23 4.42
MPW3LYP 4.44 6.89 − 2.06 2.52 1.19 4.70
MPWLYP1M 7.58 9.90 − 3.22 3.95 2.18 6.92
O3LYP − 0.14 3.08 − 0.63 1.04 − 0.38 2.06
PBE1 − 5.54 6.17 − 3.12 3.12 − 4.33 4.64

Range-separated GGA
CAM-B3LYP 2.97 5.49 0.36 2.31 1.66 3.90
HSE − 5.04 6.36 − 3.24 3.24 − 4.14 4.80
LC-MPWLYP 1.94 4.61 5.77 5.77 3.86 5.19
LC-OLYP 0.82 3.27 4.77 4.77 2.80 4.02
LC-OPBE − 11.02 11.02 6.09 6.09 − 2.47 8.55
LC-ωPBE − 8.91 8.91 4.32 4.32 − 2.30 6.62
ωB97X 1.00 9.99 5.62 5.62 3.31 7.80

Range-separated GGA-D
ωB97X-D − 3.92 11.24 4.87 4.87 0.48 8.06

Meta-GGA
M06-L 0.27 8.34 10.18 10.18 5.22 9.26
TPSS − 2.36 4.12 − 0.29 1.90 − 1.33 3.01
VS98 − 1.20 7.30 4.93 4.93 1.86 6.11

Hybrid meta-GGA
BMK 2.67 9.61 2.89 3.34 2.78 6.48
M05 14.31 14.31 4.18 4.86 9.24 9.59
M05-2X 9.97 9.97 7.00 7.00 8.48 8.48
M06 7.49 10.73 5.47 6.04 6.48 8.39
M06-2X 4.58 4.75 0.57 1.73 2.58 3.24
M06-HF − 0.94 15.10 − 2.38 3.77 − 1.66 9.43

TABLE VII. (Continued)

V9 R8 VR17

MSE MUE MSE MUE MSE MUE

M08-HX 1.17 2.15 2.01 3.01 1.59 2.58
M08-SO 6.26 6.62 − 0.58 1.74 2.84 4.18
MPW1KCIS − 2.11 6.31 − 2.21 2.81 − 2.16 4.56
MPWKCIS1K − 5.96 5.96 − 1.94 2.10 − 3.95 4.03
PW6B95 0.07 4.75 0.11 1.70 0.09 3.22
PWB6K − 3.29 4.25 − 0.44 1.99 − 1.86 3.12
τHCTHhyb 5.85 7.62 6.61 6.61 6.23 7.11
TPSS1KCIS − 5.14 5.74 − 1.54 1.80 − 3.34 3.77
TPSSh − 3.46 4.15 − 0.31 2.31 − 1.89 3.23

which have been recently shown to perform quite well for a
diverse database relevant to catalysis, do not perform well for
multiplicity-changing valence and Rydberg excitation ener-
gies. This emphasizes the need of further work to better bal-
ance exchange and correlation functionals, in order to obtain
a correct description of the multiplicity-changing excitations.
The VR17 database can serve as a database for such purpose
of training or testing new functionals in the future; and the
representative databases to be introduced in Sec. VIII will be
even more convenient than this.

B. Low-spin time-dependent DFT

Many researchers have pointed out that LS-TDDFT
has serious problems for Rydberg excitations with local
functionals. When a local functional is used, LS-TDDFT
usually significantly underestimates the Rydberg excitation
energies.102, 112, 144 The failure of LS-TDDFT with local func-
tionals has been attributed to the failure of approximate func-
tionals to produce the correct Coulomb-like behavior far from
the nucleus. By using the range-separated hybrid approach
to introduce 100% Hartree–Fock exchange for large inter-
electronic distances, the resulting long-range corrected func-
tionals can reproduce the correct asymptotic behavior. In fact
some of the range-separated functionals were specifically de-
veloped with the aim of giving improved performance for
Rydberg and charge-transfer excitations. Previous LS-
TDDFT studies on small molecules has shown the improved
performance of long-range corrected functionals for Rydberg
excitations.112 Table VIII shows that the long-range corrected
functionals, which are designed to improve the performance
for Rydberg excitations, in fact, perform worse than the orig-
inal GGAs for the R8 database.

The different performance of long-range corrected func-
tionals in the present study and the previous studies might be
due to the differences between the LS-TDDFT and �SCF ap-
proaches. However, in our tested cases, the �SCF approach
has a more-solid-than-usual theoretical foundation since the
ground states and excited states in our test cases are the low-
est energy states of their spin symmetry, and they are well
represented by single Slater determinants. The Kohn–Sham
formalism can be applied to such systems without any con-
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TABLE VIII. Comparison of LS-TDDFT and �SCF calculated Rydberg
excitation energies with d-aug-cc-pVQZ basis set.a

Ne Ar Kr MSE MUE

LS-TDDFT with d-aug-cc-pVQZ-DK
HF 414.06 272.62 234.36 11.59 11.59
B88 286.46 207.86 181.14 − 70.27 70.27
SVWN 321.88 238.25 210.17 − 38.65 38.65
PBE 307.42 228.11 200.49 − 50.08 50.08
B3LYP 332.90 239.30 209.26 − 34.93 34.93
M06-L 315.83 219.61b 211.71 − 46.37 46.37
M06 318.61 226.37 198.53 − 47.59 47.59
LC-ωPBE 330.81 254.44 224.95 − 25.35 25.35
HSE 342.86 246.99 215.73 − 26.89 26.89
ωB97X-D 335.51 246.96 217.91 − 28.63 28.63
O3LYP 316.78 230.84 202.41 − 45.41 45.41
OLYP 297.97 220.37 193.62 − 58.10 58.10
M08-HX 350.31 241.09 206.95 − 29.30 29.30
B3LYP54 375.59 260.90 226.71 − 7.69 7.69
B3LYP60 383.00 264.61 229.71 − 2.98 2.98

�SCF with d-aug-cc-pVQZ-DK
HF 343.39 245.52 215.08 − 27.43 27.43
B88 358.14 241.17 207.07 − 26.62 26.62
SVWN 395.61 269.76 236.41 5.17 5.17
PBE 380.30 262.05 226.63 − 5.76 5.76
B3LYP 380.57 263.52 228.98 − 4.40 4.40
M06-L 389.35 282.00 238.02 7.70 7.70
M06 392.30 273.34 231.27 3.55 5.08
LC-ωPBE 386.56 269.70 234.24 1.41 1.41
HSE 377.02 263.52 229.06 − 5.55 5.55
ωB97X-D 385.46 271.29 234.75 1.75 1.75
O3LYP 383.04 266.54 230.48 − 2.07 2.07
OLYP 383.53 265.60 228.99 − 2.72 2.72
M08-HX 382.01 266.67 237.61 0.01 2.69
B3LYP54 374.27 262.83 228.41 − 6.92 6.92
B3LYP60 373.19 265.36 232.17 − 5.18 5.18

aAll the calculations were performed with DKH Hamiltonian.
bCalculation with a pruned (99, 590) grid (ultrafine grid) fails to converge; this value is
obtained with a pruned (75, 302) grid (fine grid).

ceptual problem. The only approximation we introduced is
the approximate exchange-correlation functional. So the per-
formance of each functional will directly reflect how well
the functional balances exchange and correlation. On the
other hand, LS-TDDFT calculations may introduce errors
both from the approximations of the adiabatic linear response
scheme and from the approximate functionals. As pointed
out in a recent study of core excited states, core excitation
energies are systematically underestimated by LS-TDDFT
calculations, while the excitation energies obtained by �SCF
agree well with experimental values.145

According to our basis set study, a doubly augmented ba-
sis set is required to correctly describe the Rydberg excita-
tions. We performed LS-TDDFT calculations with 15 differ-
ent functionals with d-aug-cc-pVQZ-DK basis set for Ne, Ar,
and Kr atoms, and the results are shown in Table VIII. With
the d-aug-cc-pVQZ-DK basis set, the LS-TDDFT method
always underestimates the Rydberg excitation energies, even
for the long-range corrected functionals, namely, LC-ωPBE
and ωB97X-D, which have the correct long-range asymptotic
behavior and are designed for Rydberg and charge-transfer

excitations. On the other hand, time-dependent Hartree–Fock
theory always overestimates the Rydberg excitation energies.
B3LYP54 and B3LYP60, two modifications of B3LYP ob-
tained by rising the percentage of Hartree–Fock exchange,
yield acceptable Rydberg excitation energies; the B3LYP54
and B3LYP60 functionals do not have the correct long-range
asymptotic behavior, so the good performance of B3LYP54
and B3LYP60 might be a result of the cancellation of er-
rors. We note that the statistical average orbital parameters
potential,146, 147 which is a model potential with the correct
-1/r asymptotic behavior, gives good performance for Ryd-
berg excitations,147, 148 but it is not included in the present
study.

The underestimation of Rydberg excitation energies by
most tested functionals in the present work, combined with
the fact that �SCF calculations do much better with the
same functionals, suggests that the poor performance of
LS-TDDFT for the Rydberg excitations might not be a re-
sult of the approximate functionals but a result of the adia-
batic linear response scheme in LS-TDDFT. A recent find-
ing consistent with this point of view is that by modify-
ing the linear response scheme of LS-TDDFT, the descrip-
tion of Rydberg excitations can be improved greatly even
with an LSDA functional.149, 150 Also in agreement with the
trend of our results, but interpreting the results more nar-
rowly, a recent TDDFT study151 of ethylene showed strong
underestimation of the singlet-triplet excitation energy and at-
tributed the disappointing performance solely to the adiabatic
approximation.

Besides Rydberg excitations, charge-transfer excitations
are also notoriously difficult for conventional linear response
TDDFT with local functionals. The failure of local function-
als for charge-transfer excitations has also been attributed
the incorrect asymptotic behavior of local functionals.13, 152

Ziegler and coworker recently developed a constrained vari-
ational density functional theory (CV-DFT) to treat excited
states.153 The adiabatic linear response TDDFT within the
Tamm-Dancoff approximation can be derived with CV-DFT
approach. They traced the failure of TDDFT for charge-
transfer excitations back to the linear response TDDFT for-
malism rather than the incorrect asymptotic behavior of local
functionals.154 Even with SVWN, which does not have the
correct −1/r asymptotic behavior, good performance can be
obtained for charge-transfer excitations when one goes be-
yond the linear response TDDFT.155 This is consistent with
our interpretation in that the failure of TDDFT for Rydberg
excitations may be attributed to the adiabatic linear response
approximation.

C. Collinear spin-flip time-dependent DFT

Given the failure of LS-TDDFT to describe the Rydberg
excitations in the R8 database, it is of interest to see if SF-
TDDFT can improve on such results. In Table IX we show
the SF-TDDFT excitation energies for the R8 database with
d-aug-cc-pVQZ basis sets. The methods in the first column
are ordered by the percentage of Hartree–Fock exchange at
small interelectronic distances (i.e., X is 0.001 in B3LYP0,
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TABLE IX. SF-TDDFT results for Rydberg transitions in the R8 database with d-aug-cc-pVQZ basis set.a

F Ne Ne+ Cl Ar Br Kr Kr+ MSE MUE

B3LYP0 382.05 479.92 732.55 248.21 310.97 217.61 264.51 359.33 60.06 60.06
O3LYP 349.79 447.68 693.62 230.69 294.63 198.30 249.15 335.31 35.56 35.56
B3LYP* 357.54 451.20 706.32 237.75 299.01 209.41 257.20 352.21 44.50 44.50
ωB97X 393.99 470.22 755.50 248.26 301.61 234.50 255.20 352.94 62.19 62.19
B3LYP 351.26 444.02 699.79 235.59 296.35 207.88 256.24 328.23 38.09 38.09
ωB97X-D 389.05 462.74 744.96 248.74 301.66 234.59 257.72 362.98 60.97 60.97
M06 326.55 434.61 708.31 177.72 300.07 216.06 257.71 359.58 33.24 40.26
PWB6K 335.50 411.61 685.31 235.62 295.46 207.81 255.02 352.94 33.07 33.07
M06-2X 321.23 382.70 667.45 216.12 263.99 188.12 230.67 295.50 6.39 15.22
B3LYP54 296.39 379.01 640.07 210.72 268.10 187.91 234.88 326.61 3.63 5.02
B3LYP60 287.21 368.04 629.96 206.60 263.33 184.56 231.27 326.64 − 2.13 5.19
HF 211.90 285.39 549.80 165.48 220.93 154.04 196.52 311.51 − 52.39 52.39

aAll results in this table include scalar relativistic effects calculated at the �SCF level, as listed in Table IV.

11.61 in O3LYP, 15 in B3LYP*, 15.7706 in ωB97X, 20 in
B3LYP, 22.0036 in ωB97X-D, 27 in M06, 46 in PWB6K, 54
in M06-2X and B3LYP54, 60 in B3LYP60, and 100 in HF);
note that this is also the amount of Hartree–Fock exchange
at large interelectronic distances, except for the ωB97X and
ωB97X-D long-range corrected functionals, in which the
fraction of Hartree-Fock exchange increases with increas-
ing interelectronic distance, eventually reaching 100% at the
asymptote. It can be seen that large errors still prevail for
most of the functionals. Those functionals with constant and
relatively low percentages of Hartree–Fock exchange highly
overestimate the excitation energies, and the HF approxima-
tion, with no correlation, highly underestimates them. The
long-range corrected functionals also strongly overestimate
the excitation energies, and in this respect their performance
is similar to what would be expected on the basis of their
Hartree-Fock exchange percentage at small interelectronic
distances, except that it is slightly worse than that. Best re-
sults are observed for intermediate values of Hartree–Fock
exchange, between 54% and 60%, in qualitative agreement
with the previous observation that about 50% exchange was
about optimal for singlet–triplet splittings.19 However, when
comparing the MUEs in Tables VI, VIII, and IX, one sees that
the level of accuracy attained with B3LYP60/d-aug-cc-pVQZ

is worse than that obtained with the LS-TDDFT approach
(where only singlet–triplet transitions were considered), and
also somewhat worse than that obtained with the �SCF
approach.

An analogous study has been carried out for the valence
excitations in the V9 database, and the results are shown in
Table X. Note that the spin-flip calculations fail to provide
a reasonable approximation for the low- and high-spin states
for the ωB97X, ωB97X-D, M06, and M06-2X calculations
on the B atom, and similarly fail for M06-2X calculations
on the C+ cation. Thus, for these cases no results are re-
ported in Table X. From the MSEs and MUEs in the table,
one can reach the same conclusions as for the R8 database re-
garding the large errors for extreme values of Hartree–Fock
exchange and the best values for about 60% Hartree–Fock
exchange.

It is interesting to compare the results for the V9 database
in Table X to those obtained by the �SCF method in Table V.
The best results for V9 with SF-TDDFT are 5.1 kcal/mol
with B3LYP60 with X = 60 and 9.6 kcal/mol with B3LYP54
with X = 54. These errors are much larger than the best
results obtained with �SCF (in kcal/mol): 2.2 with M08-
HX, 3.1 with O3LYP, 3.3 with LC-OLYP, 3.4 with B3LYP54
and B3LYP60, 3.8 with OLYP, 4.1 with TPSS, and 4.2 with

TABLE X. SF-TDDFT results for valence transitions in the V9 database using the cc-pVQZ basis set.a

B+ B C+ Al+ Al Si+ Ga+ Ga Ge+ MSE MUE

B3LYP0 131.14 128.20 197.66 133.80 122.98 174.48 172.49 156.23 205.26 44.43 44.43
O3LYP 133.38 127.57 193.06 129.96 119.53 170.91 163.83 144.53 193.75 39.35 39.35
B3LYP* 128.83 118.29 187.60 131.00 115.93 166.69 166.86 146.17 194.89 37.10 37.10
ωB97X 100.57 – 138.43 128.48 122.34 176.19 162.38 149.77 199.96 29.76 31.31
B3LYP 126.65 116.62 203.92 129.29 112.96 162.85 164.21 142.61 190.64 36.37 36.37
ωB97X-D 120.66 – 157.77 128.32 118.60 171.34 162.35 148.38 196.52 32.99 32.99
M06 114.90 – 153.68 119.92 73.37 144.95 167.56 145.66 193.20 21.65 24.05
PWB6K 113.98 95.42 148.54 119.29 98.24 144.62 149.40 125.99 170.12 15.91 15.91
M06-2X 116.42 – – 125.19 107.21 152.99 129.52 105.99 147.37 9.65 12.86
B3LYP54 111.53 94.62 145.06 113.35 91.46 135.19 142.55 115.70 159.25 9.59 9.59
B3LYP60 107.12 90.43 138.47 110.38 87.77 130.47 138.76 111.19 153.94 5.13 5.13
HF 114.35 61.91 98.78 89.72 62.15 99.00 114.17 82.33 120.47 − 19.94 21.63

aAll results in this table include scalar relativistic effects calculated at the �SCF level, as listed in Table IV.
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TABLE XI. Values of 〈Ŝ2〉 for low-spin and high-spin SF-TDDFT solutions
for R8 database.

F Ne Ne+ Cl Ar Br Kr Kr+

Theoretical LS 0.75 0.00 0.75 0.75 0.00 0.75 0.00 0.75
HS 3.75 2.00 3.75 3.75 2.00 3.75 2.00 3.75

B3LYP0 LS 0.76 0.00 0.75 0.76 0.00 0.75 0.00 0.75
HS 1.75 1.00 1.75 1.75 1.00 1.75 1.00 1.75

O3LYP LS 0.76 0.01 0.76 0.76 0.01 0.76 0.01 0.76
HS 1.77 1.01 1.77 1.78 1.01 1.78 1.02 1.78

B3LYP* LS 0.76 0.01 0.76 0.76 0.01 0.76 0.00 0.75
HS 1.77 1.01 1.78 1.80 1.02 1.81 1.03 1.84

ωB97X LS 0.76 0.01 0.76 0.76 0.01 0.76 0.01 0.76
HS 1.76 1.00 1.75 1.76 1.00 1.75 1.00 1.75

B3LYP LS 0.76 0.01 0.76 0.76 0.01 0.76 0.00 0.76
HS 1.78 1.02 1.80 1.82 1.03 1.84 1.05 1.75

ωB97X-D LS 0.76 0.01 0.76 0.76 0.01 0.76 0.01 0.75
HS 1.75 1.00 1.75 1.75 1.00 1.75 1.00 1.75

M06 LS 0.76 0.01 0.76 0.78 0.00 0.76 0.01 0.75
HS 1.77 1.01 1.83 3.17 1.00 1.75 1.00 1.75

PWB6K LS 0.77 0.01 0.76 0.76 0.01 0.76 0.01 0.76
HS 1.96 1.00 2.07 1.76 1.00 1.75 1.00 1.75

M06-2X LS 0.78 0.02 0.76 0.76 0.02 0.79 0.02 0.77
HS 2.92 1.00 3.08 1.76 1.01 3.07 1.01 1.75

B3LYP54 LS 0.78 0.02 0.76 0.77 0.01 0.76 0.01 0.76
HS 1.88 1.06 1.95 2.01 1.11 2.12 1.15 1.75

B3LYP60 LS 0.78 0.02 0.76 0.77 0.02 0.77 0.01 0.76
HS 1.91 1.07 2.01 2.08 1.13 2.21 1.18 1.75

HF LS 0.82 0.05 0.78 0.79 0.03 0.79 0.03 0.77
HS 3.47 1.56 3.71 3.47 1.47 1.76 1.54 3.78

MOHLYP and TPSSh. For SF-TDDFT, good performance
seems to require X in the range 54–60, whereas the best
performing functionals in the �SCF calculation span a wide
range of X, from X = 0 for OLYP, TPSS, and MOHLYP to X
= 60 for B3LYP60.

An important aspect of the SF-TDDFT method is the ex-
tent to which it produces solutions adapted to the 〈Ŝ2〉 oper-
ator, where S is the total electron spin. In Tables XI and XII
we report the values of 〈Ŝ2〉 for the atoms in the R8 database
and for those in the V9 database, respectively. As observed
in Table XI, the doublet and singlet solutions are generally
well spin adapted, with maximum values of 〈Ŝ2〉 of 0.04 and
0.81, as compared to the theoretical spin-adapted values of
0.00 and 0.75. However, this is not the case for the triplet and
quartet solutions with MS = 0 and 1/2, respectively, produced
by SF-TDDFT from the high-spin reference states. These
states should have values of 〈Ŝ2〉 close to 2.00 and to 3.75,
respectively. Instead, many of the values shown in the table
for the triplet are close to but larger than 1.00, and those for
the doublet are close to but larger than 1.75. Looking at the
coefficients in the SF-TDDFT expansions, one observes that
these solutions are single-determinantal mixtures of a singlet
and a triplet (as (0.00 + 2.00)/2 = 1.00) and of two dou-
blets and one quartet (as (0.75 + 0.75 + 3.75)/3 = 1.75).
The spin-adapted triplet with MS = 0 and the quartet with
MS = 1/2 should correctly be linear combinations of two de-
terminants and of the three determinants, respectively (for
the latter, see, for example, Refs. 156 and 157). Indeed, as

TABLE XII. Values of 〈Ŝ2〉 for low-spin and high-spin SF-TDDFT solu-
tions for V9 database.

B+ B C+ Al+ Al Si+ Ga+ Ga Ge+

Theoretical LS 0.00 0.75 0.75 0.00 0.75 0.75 0.00 0.75 0.75
HS 2.00 3.75 3.75 2.00 3.75 3.75 2.00 3.75 3.75

B3LYP0 LS 0.01 0.76 0.76 0.00 0.75 0.75 0.00 0.75 0.75
HS 1.01 2.72 1.79 1.00 1.79 1.78 1.01 1.80 1.78

O3LYP LS 0.00 0.76 0.75 0.01 0.76 0.75 0.00 0.76 0.75
HS 1.55 3.72 3.70 1.41 3.23 3.40 1.77 3.74 3.74

B3LYP* LS 0.00 0.76 0.76 0.00 0.76 0.75 0.00 0.75 0.75
HS 1.68 3.76 3.67 1.64 3.69 3.67 1.81 3.73 3.72

ωB97X LS 0.09 – 0.81 0.08 0.86 0.81 0.02 0.79 0.78
HS 1.36 – 3.03 1.33 2.92 2.88 1.59 3.02 3.14

B3LYP LS 0.00 0.76 0.76 0.00 0.76 0.75 0.00 0.75 0.75
HS 1.28 3.71 3.72 1.75 3.71 3.71 1.88 3.74 3.73

ωB97X-D LS 0.04 – 0.78 0.04 0.81 0.78 0.01 0.78 0.77
HS 1.87 – 3.48 1.39 3.17 3.14 1.59 3.04 3.25

M06 LS 0.01 – 0.77 0.01 0.77 0.76 0.01 0.77 0.76
HS 1.95 – 3.58 1.96 2.71 3.66 1.69 3.36 3.49

PWB6K LS 0.00 0.77 0.76 0.01 0.76 0.75 0.00 0.75 0.75
HS 1.99 3.70 3.74 1.92 3.71 3.71 1.88 3.74 3.73

M06-2X LS 0.22 – – 0.07 0.86 0.82 0.01 0.77 0.76
HS 1.06 – – 1.54 2.79 3.21 1.96 3.66 3.70

B3LYP54 LS 0.00 0.76 0.75 0.00 0.76 0.76 0.00 0.76 0.76
HS 1.97 3.75 3.75 1.98 3.75 3.75 2.00 3.75 3.75

B3LYP60 LS 0.00 0.76 0.75 0.00 0.76 0.76 0.00 0.76 0.76
HS 1.99 3.75 3.75 1.99 3.75 3.75 2.00 3.75 3.75

HF LS 1.00 0.76 0.76 0.00 0.77 0.76 0.01 0.77 0.76
HS 2.00 3.75 3.75 2.00 3.75 3.75 2.00 3.76 3.75

the percentage of Hartree–Fock exchange increases, the so-
lutions tend toward the correct character, and for the HF ap-
proximation they are almost the correct linear combinations
of determinants. We also note that the MS = 0 and MS =
1/2 solutions are not degenerate with the reference triplet MS

= 1 and quartet MS = 3/2 solutions; the energy difference be-
tween these pairs of solutions has been called the self-splitting
test,158 and it is supposed to be a measure of the consistency
of the SF-TDDFT method. Despite these caveats, we have,
for consistency and as is explained in Sec. IV, taken the en-
ergy of the MS = 0 solution as the triplet energy and the en-
ergy of the MS = 1/2 solution as the quartet energy to cal-
culate the singlet–triplet and doublet–quartet splittings of the
atoms.

In Table XII, note that the values of 〈Ŝ2〉 for the atoms in
the V9 database are in much better agreement with their the-
oretical values than were those for the Rydberg states, which
is borne out by the coefficients in the SF-TDDFT expansion.

In SF-TDDFT calculations, many of the solutions are not
spin-adapted solutions, and the spin-contamination may tem-
per the reliability of results. In 2007, Vahtras and Rinkevicius
proposed a general spin-adapted TDDFT to calculate the ex-
citations to states of arbitrary multiplicity for molecules with
open-shell ground states.159 A more compact spin-adapted
TDDFT formalism has been developed by Li and Liu via
tensor-coupling scheme.160, 161

An approach not tested in the present article is non-
collinear spin-flip TDDFT, which has shown promising
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success20, 28, 34, 162, 163 and would be useful to test in the
future.

D. Linear dependence on Hartree–Fock exchange

The LS-TDDFT calculations strongly underestimate the
excitation energies of Ne, Ar, and Kr with local functionals,
but overestimate those excitation energies with Hartree-Fock.
On the other hand, SF-TDDFT strongly overestimates the ex-
citation energies for V9 and R8 databases with those function-
als containing relative low HF exchange, but it underestimates
those excitation energies with Hartree-Fock. Both methods
require about 60% HF exchange to yield reasonable results.
The excitation energies calculated with the �SCF approach
also show a dependence on the percentage of HF exchange
in the functionals, which is shown clearly from the calcu-
lated excitation energies with B3LYP, B3LYP*, B3LYP54,
and B3LYP60 in Tables V and VI.

In order to study the relationship between calculated ex-
citation energies and the percentage of HF exchange, we
studied a series of density functionals with the same func-
tional form but various percent of HF exchange, in partic-
ular, the B3LYPX (X is the percentage of HF exchange).
Five functionals, namely, B3LYP0 (X = 0.001), B3LYP* (X
= 15), B3LYP (X = 20), B3LYP54 (X = 54), and B3LYP60
(X = 60), were considered for the �SCF, LS-TDDFT and
SF-TDDFT approaches for both valence and Rydberg ex-
citations. As one can see from Figs. 1 and 2, the calcu-
lated excitation energies show excellent linear dependence
on the percentage of HF exchange, with squared correlation
coefficients R2 larger than 0.998 for all three approaches.
Our results agree with Reiher’s observation that the high-
spin/low-spin splittings (or excitation energies) calculated
with the �SCF approach depend linearly on the percentage
of HF exchange. Our results show that, the linear depen-
dence of HF exchange is not observed only for the �SCF
approach, but also holds for the LS-TDDFT and SF-TDDFT
approaches.

The calculated excitation energies obtained with the
�SCF approach are not so sensitive to the percentage of
HF exchange X, while those obtained with LS-TDDFT and
SF-TDDFT show strong dependence on X, differing by sev-
eral tens of kcal/mol for various X. The optimum value of
X is both system-dependent and method-dependent. With the
�SCF approach, the B3LYP0 functional with zero HF ex-
change gives the exact excitation energies for B and Ne atoms,
but B3LYPX cannot get the correct excitation energies for
Al and Ar atoms for any X in the considered range. With
the SF-TDDFT approach, the optimum value of X seems
to be 70 for B and Al atoms and about 50 for Ne and Ar
atoms. About 60% HF exchange is needed to yield the cor-
rect excitation energies for Ne and Ar atoms with LS-TDDFT
approach. This agrees with the observation that B3LYP60
yields reasonable excitation energies for both LS-TDDFT and
SF-TDDFT.

Post-SCF calculations were performed with converged
HF, SPWL, PBE, and TPSS densities for HF and all tested
functionals. The calculated excitation energies are not very

FIG. 1. The dependence of calculated valence excitation energies (�EHS/LS)
on the percentage of HF exchange in chosen B3LYPX (X = 0.001, 15, 20,
54, and 60) series of functionals with �SCF and SF-TDDFT approaches.

sensitive to the reference densities; in particular, the mean
absolute deviations (MADs) of post-SCF excitation ener-
gies from the SCF excitation energies are usually less than
0.5 kcal/mol (full details are in supplementary material).164

Therefore, the linear dependence of calculated �SCF excita-
tion energies on the percentage of HF exchange is mainly a
result of the linear expression of the HF exchange energy in
the exchange-correlation functionals.

VIII. REPRESENTATIVE SUBSET

A population sampling script was created and used to se-
lect four excitation energies from the V9 database and four
from the R8 database, in order to create the R4 and V4 repre-
sentative subsets. Each subset is chosen such that the mean
signed error, the mean unsigned error, and the root-mean-
square error for each functional are as close as possible to
the corresponding value of the full database, as in previous
representative databases.77, 165–167 The �SCF/cc-pVQZ-DK,
and �SCF/d-aug-cc-pVQZ-DK data were used to select the
V4 and R4 subsets, respectively. Each subset was then tested,
by using the corresponding SF-TDDFT data. The V4 (B, Al+,
Si+, Ga) and R4 (Ne, Cl, Ar, Br) subsets are presented in Figs.
3 and 4 with a plot of the MUE of HF and 10 DFT function-
als for the full database (dot, solid), and the subset (square,
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FIG. 2. The dependence of calculated Rydberg excitation energies
(�EHS/LS) on the percentage of HF exchange in chosen B3LYPX (X = 0.001,
15, 20, 54, and 60) series of functionals with �SCF, LS-TDDFT, and SF-
TDDFT approaches.

dashed), for both �SCF and SF-TDDFT. It is clear that there
is a very good correspondence between the subset and the full
database in both valence excitations (Fig. 3) and Rydberg ex-
citations (Fig. 4).

FIG. 3. The mean unsigned errors (MUEs, kcal/mol) of the V4 subset com-
pared to the full V9 database for both �SCF and SF-TDDFT results.

FIG. 4. The mean unsigned errors (MUEs, kcal/mol) of the R4 subset com-
pared to the full R8 database for both �SCF and SF-TDDFT results.

IX. CONCLUSIONS

In the present study, a database (VR17) of multiplicity-
changing valence and Rydberg excitation energies of the p-
block elements is compiled. The VR17 database is composed
of 9 multiplicity-changing valence excitations of p-block el-
ements (V9 database), and 8 multiplicity-changing Rydberg
excitations of p-block elements (R8 database). Smaller, rep-
resentative subsets of 4 valence and 4 Rydberg excitations
were also sampled and collected in the V4 and R4 subsets,
respectively. The VR17 database is built with the guideline of
including atoms or cations that have low-spin ground states
and high-spin excited states that can be well represented by a
single Slater determinant. The �SCF approach can be used to
extract the excitation energies with more theoretical justifica-
tion for such transitions. The VR17 database can be used to
test the performance of density functionals for spin splittings
that are important for understanding reaction mechanisms in
organometallics or for studying spin-crossing processes in in-
organic chemistry. Perhaps even more importantly, the per-
formance of density functionals for spin splittings provides a
fundamental assessment of their ability to provide a balanced
treatment of exchange and correlation. The VR17 database, its
subdatabases, and representative databases (presented here)
can also be used as training sets or validation sets for new
density functionals.

A basis set study showed that cc-pVQZ is complete
enough to obtain the DFT complete-basis-set limit for the
multiplicity-changing valence excitations in the V9 database.
The multiplicity-changing Rydberg excitations in the R8
database require much more extensive basis sets. Our results
show that a doubly augmented basis set is necessary to yield
reliable results for Rydberg excitations.

Even for 3p elements, which are generally not considered
to be “heavy” elements, the scalar relativistic effect needs to
be considered, especially if quantitative results are required
for the excitation energies. The error of the excitation energies
due to neglecting scalar relativistic effects is even larger for 4p
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elements; it can be up to 9 kcal/mol for monocations and up
to 7 kcal/mol for neutral atoms.

For both valence and Rydberg excitations, the excitation
energies are strongly underestimated when an exchange-only
method, for example, HF, B88, or OptX, is used. Adding a
correlation functional improves the performance significantly,
highlighting the importance of dynamic correlation in the
multiplicity-changing excitations.

The V9 database represents a hard test for approximate
functionals since most of them have MUEs larger than 6
kcal/mol. In our �SCF results, the best performance for the
valence excitation energies is obtained by the hybrid meta-
GGA functional M08-HX, with an MUE of 2.2 kcal/mol, even
smaller than that of CCSD(T) with a quintuple zeta basis set.
The other functionals with MUEs smaller than 5 kcal/mol
are: O3LYP (3.1), LC-OLYP (3.3), B3LYP54 (3.4), B3LYP60
(3.4), OLYP (3.8), TPSS (4.1), TPSSh (4.2), PWB6K (4.2),
LC-MPWLYP (4.6), PW6B95 (4.8), and M06-2X (4.8).

The errors of various functionals for �SCF calculations
for the R8 database are much smaller than those for the V9
database. With the �SCF approach and the d-aug-cc-pVQZ-
DK basis set, the MUEs of most functionals are smaller than 4
kcal/mol (0.2 eV). The OPBE and O3LYP functionals give the
smallest MUEs of 1.0 kcal/mol. Other functionals with MUEs
smaller than 2.0 kcal/mol are: B3PW91 (1.5), OLYP (1.6),
PW6B95 (1.7), M08-SO (1.7), TPSS1KCIS (1.8), TPSS (1.9),
and PWB6K (2.0). The M08-HX functional, the best func-
tional for valence excitations, yields an MUE of 3.0 kcal/mol,
which is still acceptable for many purposes.

LS-TDDFT calculations with local functionals severely
underestimate the excitation energies of Rydberg states, and
this has usually been considered to be a deficiency of the
density functionals. However, this trend is not observed in
our �SCF calculations, with many GGA functionals pre-
senting MUEs smaller than 3 kcal/mol. The long-range cor-
rected functionals, which are designed to perform well for
Rydberg excitations, yield larger errors than their local par-
ent functionals. A careful comparison of the LS-TDDFT and
�SCF approaches shows that, when the d-aug-cc-pVQZ-DK
basis set is used, the LS-TDDFT calculations underestimate
the Rydberg excitation energies by more than 24 kcal/mol
(∼1 eV) with most tested density functionals, even the long-
range corrected functionals. The poor performance of LS-
TDDFT for Rydberg excitation might be a feature of the LS-
TDDFT approach itself, rather than a result of incorrect long-
range asymptotic behavior in the functionals.

The best overall performance in our �SCF calculations
is obtained by the O3LYP, M08-HX, and OLYP functionals,
with MUEs of 2.1, 2.6 and 2.7 kcal/mol, respectively. The
performance of those functionals are encouraging, since the
“gold-standard” CCSD(T) with quintuple zeta basis set has an
MUE of 2.0 kcal/mol. The TPSS, PWB6K, PW6B95, TPSSh,
M06-2X, B3LYP54, B3LYP60, and TPSS1KCIS functionals
also perform well, with MUEs smaller than 4 kcal/mol. The
good performance of hybrid meta-GGAs confirms the use-
fulness of including kinetic energy densities to obtain a bal-
anced treatment of exchange and correlation. However, it is
disappointing that functionals that work well for the catal-
ysis database do not yield good results for spin-splitting.

New functionals need to be developed with improved perfor-
mance for spin splitting, while retaining good performance for
main-group thermochemistry, barrier heights, transition metal
chemistry, and noncovalent interactions.

In contrast to the results with �SCF and low-spin
time-dependent DFT methods, the collinear spin-flip time-
dependent DFT method yields good results for both valence
and Rydberg multiplicity changing excitations only when the
percentage of Hartree–Fock exchange is rather high, about
60%. The direct comparisons in this paper provide an impor-
tant reminder that the performance of a density functional for
excited states depends not just on the density functional but
also on the DFT formalism used to calculate the excited-state
energy.

Almost perfect linear dependence of the calculated exci-
tation energies on the percentage of HF exchange has been
observed for the B3LYPX series of functionals. The optimum
value of X is both system-dependent and method-dependent.
Without changing the functional form, one cannot find an op-
timum percentage of HF exchange for the excitation energies
in general.
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