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We performed geometry optimizations using the tuned and balanced redistributed charge

algorithms to treat the QM–MM boundary in combined quantum mechanical and molecular

mechanical (QM/MM) methods. In the tuned and balanced redistributed charge (TBRC) scheme,

the QM boundary atom is terminated by a tuned F link atom, and the charge of the MM

boundary atom is properly adjusted to conserve the total charge of the entire QM/MM system;

then the adjusted MM boundary charge is moved evenly to the midpoints of the bonds between

the MM boundary atom and its neighboring MM atoms. In the tuned and balanced redistributed

charge-2 (TBRC2) scheme, the adjusted MM boundary charge is moved evenly to all MM atoms

that are attached to the MM boundary atom. A new option, namely charge smearing, has been

added to the TBRC scheme, yielding the tuned and balanced smeared redistributed charge

(TBSRC) scheme. In the new scheme, the redistributed charges near the QM–MM boundary are

smeared to make the electrostatic interactions between the QM region and the redistributed

charges more realistic. The TBRC2 scheme and new TBSRC scheme have been tested for various

kinds of bonds at a QM–MM boundary, including C–C, C–N, C–O, O–C, N–C, C–S, S–S, S–C,

C–Si, and O–N bonds. Charge smearing is necessary if the redistributed charges are close to the

QM region, as in the TBSRC scheme, but not if the redistributed charge is farther from the QM

region, as in the TBRC2 scheme. We found that QM/MM results using either the TBRC2 scheme

or the TBSRC scheme agree well with full QM results; the mean unsigned error (MUE) of the

QM/MM deprotonation energy is 1.6 kcal/mol in both cases, and the MUE of QM/MM

optimized bond lengths over the three bonds closest to the QM–MM boundary, with errors

averaged over the protonated forms and unprotonated forms, is 0.015 Å for TBRC2 and 0.021 Å

for TBSRC. The improvements in the new scheme are essential for QM–MM boundaries that

pass through a polar bond, but even for boundaries that pass through C–C bonds, the

improvement can be quite significant.

1. Introduction

Multiscale modeling1–6 is a method of choice for the study of

chemical and physical processes of complex and large systems,

such as practical catalysts and biomolecules. A key element is

that a small-scale primary system is treated at a higher level

than a large-scale secondary system, and there may even be a

hierarchy of levels employed for more than two scales.

Combined quantum mechanical and molecular mechanical

(QM/MM) methods are multiscale approaches that can be

applied to study chemical reactions in large systems.7–21 In

QM/MM methods, a small region is treated by quantum

mechanics, and the remaining part is treated by molecular

mechanics. This method can be especially useful for simulations

of condensed-phase systems, e.g., biomolecular processes and

solid-state chemistry. For example, adsorption and chemical

reactions in zeolites can be studied using QM/MM methods.22

One important issue in QM/MM methods is how to deal

with the QM–MM boundary when it passes through a covalent

bond. Link atoms,7,9,10 generalized hybrid orbitals or other

localized orbitals,23–25 and pseudobonds or effective potentials26–31

have been used to saturate the dangling valences at the edges

of the QM region. To treat various kinds of covalent bonds,

especially polar covalent bonds, being cut at the QM–MM

boundary, we have developed tuned and balanced redistributed

charge methods in a previous study; that article32 will be called

paper I. In these methods a pseudo atom tuned to reproduce
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the electronic structure of the QM region is used as the link

atom, and the charge on the MM boundary atom is

adjusted to conserve the total charge of the system33 and is

redistributed34,35 to other MM atoms. For example, in the

tuned and balanced redistributed charge (TBRC) scheme, the

adjusted (balanced) charge on the MM boundary atom is

distributed to the midpoints of bonds between an MM

boundary atom and its neighboring MM atoms. It is found

that tuning the link atoms and adjusting (balancing) the MM

charges can greatly improve the results for proton affinities in

single-point calculations (i.e., calculations at fixed geometries),

and the TBRC scheme gives the best results.32

In the present study, we formulate the QM/MM total

energy expression as a function of geometry for systems with

QM–MM boundaries that cut bonds, and we carry out

QM/MM geometry optimizations. We also add a new option

to the tuned and balanced redistributed charge methods,

namely charge smearing. When this option is employed, the

redistributed charges are not represented by point charges, but

by smeared charges. Das et al.36 and Amara and Field37 have

represented the charge distributions of MM atoms close to a

QM region by Gaussian functions rather than point charges.

For boundaries that cut a C–C bond, they showed that

when the nearby MM charges are properly delocalized, the

description of electrostatics nears the QM–MM boundary is

improved. We have developed38 a particularly convenient way

to delocalize the outermost portion of an atom’s charge in a

Slater-type orbital39 (STO). In the present work, we use a

similar scheme to delocalize the redistributed charges near a

cut covalent bond.

A key element to be examined is whether the tuned and

balanced redistributed charge schemes improve the accuracy

enough to optimize geometries realistically and calculate

reaction energies accurately with optimized geometries. This

is important not only for geometry optimization per se but for

molecular dynamics; a method that yields incorrect geometries

when both lengths and bond angles are unconstrained is not

suitable for molecular dynamics. Here we test the tuned and

balanced redistributed charge schemes for this capability using

both the point charges and smeared charges for the balanced

redistributed charges. In section 2, we will present all the

ingredients of the QM/MMmethods used in the present study.

In section 3, we will present the test suite and implementation

details. Section 4 gives the analysis of the calculations. Section

5 gives an overall comparison of the performance of all

boundary charge schemes. Section 6 summarizes the main

conclusions.

2. Methods

In this section, we will first review the tuned and balanced

redistributed charge schemes proposed in paper I.32 Then we

will present the QM/MM energy expression, which is based on

an earlier35 formulation. This is followed by a description of

the placement of the link atom and the smearing of the

redistributed charges.

In order to describe the schemes, we label the atoms

according to ‘‘tiers’’.12,32,35 In particular, the MM boundary

atoms (i.e., MM atoms covalently bonded to QM atoms) are

denoted as M1 atoms; and MM atoms directly bonded to M1

atoms are denoted as M2 atoms. M3 atoms are the third-tier

MM atoms, i.e., those bonded to M2 atoms. The QM boundary

atoms (i.e., QM atoms covalently bonded to MM atoms) are

denoted as Q1 atoms; and the QM atoms directly bonded to

Q1 atoms are labeled Q2 atoms.

2.1 Tuned and balanced redistributed charge schemes

In paper I,32 we introduced tuned and balanced redistributed

charge schemes to treat the QM–MM boundary. The balancing

consists in adjusting the MM point charge on the M1 atom to

conserve the total charge of the entire QM/MM system. In the

BRC scheme, this adjusted charge is evenly redistributed to the

midpoints of the M1–M2 bonds. The adjusted M1 charge can

also be placed in other positions. In particular, when the

adjusted M1 charge is evenly redistributed to all M2 atoms,

we call the method BRC2, and when the adjusted M1 charge is

evenly redistributed to all M2 and M3 atoms, we call the

method BRC3. In the balanced redistributed charge and

dipole (BRCD) scheme, we double the redistributed charges

that are placed at the midpoints of the M1–M2 bonds, and we

adjust the charges on M2 atoms to conserve the total charge of

the entire QM/MM system.32 To test the electrostatic effects of

the MM charges on the QM region, we also test a ZN scheme,

in which the electrostatic interactions between the QM and

MM regions are completely neglected.

In tuned methods, the link atom is a tuned F atom, which is

an atom that has an adjustable pseudopotential centered at its

nucleus. The pseudopotential is given by

U(r) = Cexp[�(r/rT)2] (1)

where C is the tuning parameter, and rT = 1a0 (where a0 is

Bohr radius). The pseudopotential is tuned to make the sum of

the partial charges of the uncapped portion of the QM

subsystem equal a target value. The partial charges are

computed by Mulliken analysis with a 6-31G* basis set when

the M1 atom is from the second period (Li through F) and

with an STO-3G basis set otherwise. The tuning process has

been used successfully32 to treat polar bonds between the QM

and MM subsystems. A detailed description of the tuning

process can be found in paper I. We combine the tuned F link

scheme with the BRC, BRC2, BRC3, and BRCD schemes,

yielding the TBRC, TBRC2, TBRC3, and TBRCD schemes,

respectively.

In paper I we tuned the fluorine link atoms on an entire

system model (ESM) that includes three tiers of MM atoms,

with the third tier capped. Background charges in the ESM

(i.e., MM charges and redistributed charges) are present in the

tuning process. In the present study, we found that tuning the

F link atoms with and without background charges gives

similar tuning parameters. Tuning without background

charges is more straightforward, so in the present work, we

tuned the F link atom without any background charges

present, which, in the language of paper I, corresponds to

tuning the capped primary system (CPS) without any MM

charges. A consequence of this simplification that is important

for the present work is that the tuning parameters are
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independent of the charge models and smearing widths that

are used below to treat MM charges and boundary charges.

2.2 Total energy expression

The QM region is also called the primary subsystem (PS),

the MM region is called the secondary subsystem (SS), and the

whole system is called the entire system (ES). The CPS is the

primary system (PS) capped by the link atom. CPS** denotes

that the CPS is embedded in the adjusted electrostatic field of

the secondary subsystem (or the unadjusted one in the straight

electrostatic embedding (SEE) method), and SS* denotes the

secondary subsystem with the adjusted M1 charge in the

balanced charge methods or with the original M1 charge in

the unbalanced charge methods. No charge redistribution is

made for SS*. The QM/MM energy is35

E = E(QM,CPS**) + [E(val;ES) � E(val;CPS)]

+ E(Coul;SS*) + [E(vdW;ES) � E(vdW;CPS)] (2)

where E(QM,CPS**) is the quantum mechanical energy of the

QM system in the presence of (original or adjusted) electro-

static field of the secondary subsystem, the two differences,

E(val;ES) � E(val;CPS) and E(vdW;ES) � E(vdW;CPS), are

the MM energy differences between the entire system and the

capped primary system for the valence interactions and van

der Waals interactions, and E(Coul;SS*) is the Coulomb

energy of the secondary subsystem with the original or

adjusted M1 charge. Therefore, we extend the energy expression

formulated in the RC and RCD article35 to the new balanced

charge schemes, such as BRC and BRC2. The only difference

between the BRC scheme and the original RC scheme35 is that

the adjusted (balanced) M1 charge, rather than the original

M1 charge, is used for the calculations of E(QM,CPS**) and

E(Coul;SS*). In the special case where the total charge of the

MM region is neutral, the adjusted M1 charge equals the

original M1 charge, and these two formulations are same.

2.3 Placement of the link atom

The tuned F link atom is not at its equilibrium position in

the QM/MM calculation unless geometry optimization is

performed. In the current study, we used the same approach

as that used in Amber 1033 to place the link atom (which is

denoted as L); in this method the Q1–L bond length is fixed

during the QM/MM optimization. The link atom is placed

along the bond vector joining Q1 and M1, and the position of

the link atom is defined as:

rL ¼ rQ1 þ dQ1�L
rM1 � rQ1

rM1 � rQ1

�� �� ð3Þ

where rL, rQ1, and rM1 are the positions of the link atom, the

Q1 atom, and the M1 atom, respectively; and dQ1–L is the fixed

bond length of Q1–L, which is assigned as the standard Q1–L

bond length in whatever force field is used for the MM

calculations.

2.4 Smearing the redistributed charges

For the option of charge smearing, we placed the redistributed

charge qMM in a normalized Slater type orbital (STO)

j = exp(�r/r0)/(pr03)1/2 (4)

where r is the distance of the charge density from its center,

and r0 is the smearing width. Then the charge density of MM

charge qMM is expressed as

rMM(r) = qMM exp(�2r/r0)/(pr03) (5)

We calculated the electrostatic potential generated by the

smeared charge and derived the effective charge as

q�MM ¼ qMM � qMM 1þ r

r0

� �
expð�2r=r0Þ ð6Þ

An explanation of the effective charge concept and a detailed

derivation can be found in our previous paper about charge

penetration.38 The only difference here is that we delocalized

the outermost electron density in the study of charge

penetration,38 while we delocalize the total redistributed

charges in the present study. Because in most programs, the

pseudopotentials are expressed as Gaussian types of functions,

we used 6 Gaussian functions to fit the Slater function, as is

shown in eqn (7), and the contraction coefficients Ci and

exponents ai are listed in Table 1.40

expð�lrÞ ¼
X6
i¼1

Ci expð�ail2r2Þ ð7Þ

The reason we use this particular way to smear the MM

charges is that these effective charges can be easily implemented

as pseudopotentials in standard QM programs.

In the present study, we only smear the redistributed

charges, while point charges are still used for all other MM

charges. Combining the smeared redistributed charge (SRC)

scheme with the TBRC, TBRC2, TBRC3, and TBRCD

schemes yields the TBSRC, TBSRC2, TBSRC3, and

TBSRCD schemes.

3. Computational details

All computations were carried out by using the M06-2X

density functional method41,42 as the QM method. The

MMFF94 force field43 was used for the E(val) and E(vdW)

terms of eqn (2). For the MM charges, M06-2X/6-31G(d)/

CM4M44 charges are used because they seem to be reasonable

choices to reproduce the electrostatic potentials generated by

MM atoms, and they are more accurate for the buried atoms

in the systems studied here than are the CHELPG charges.

The CM4M charges are derived from the protonated

molecules, and–as in the usual procedure in universal MM

force fields–are assumed to be the same in the unprotonated

molecules as in the protonated ones. The MM parameters for

Table 1 The contraction coefficients and exponentsa

Ci ai

1 0.021221 0.065110
2 0.131906 0.158088
3 0.238573 0.407099
4 0.241818 1.185060
5 0.184113 4.235920
6 0.121984 23.10300

a From ref. 40.



This journal is c the Owner Societies 2011 Phys. Chem. Chem. Phys., 2011, 13, 10556–10564 10559

the tuned F atom are taken to be same as that for the ordinary

F atom.

All QM/MM calculations are carried out using our own

QMMM program,45 which is based on a locally modified

module46 of Gaussian0347 and a modified TINKER
48 program.

M06-2X/6-31G(d)/CM4M44 charges are derived from a

locally modified module49 of Gaussian03.47 In the current

study, three basis sets are tested, in particular 6-31G(d),50–52

def2-TZVP,53 and MG3S.54 The 6-31G(d) basis set is used for

all calculations in sections 4.1–4.3, and the other basis sets are

considered in section 4.4.

Both the protonated and unprotonated molecules are

optimized using both full QM and combined QM/MM

methods. We compared the QM/MM deprotonation energies

and geometries to the QM results for a test suite that contains

15 molecules with 10 kinds of single bonds being cut, in

particular C–C, C–N, C–O, O–C, N–C, C–S, S–S, S–C,

C–Si, and O–N bonds. The protonated forms of molecules

in the test suite are shown in Fig. 1. Because MMFF94 does

not include all MM parameters that are required to treat

aluminosilicate clusters and we need to examine the validity

of available aluminosilicate force fields in a QM/MM context

before using them to test the new methods discussed here, we

exclude the aluminosilicate clusters that were tested in paper I.

For the geometries, we considered the Q1–M1, M1–M2, and

Q1–Q2 bond distances for the QM and QM/MM optimized

structures. If there is more than one M1–M2 or Q1–Q2 bond,

only the bond not involving a hydrogen atom is counted. For

M1–M2 bonds in molecule ON_1, there are two N–C bonds

and only the longer one is included in the error analysis.

4. Results and discussion

In this section, we first present the tuning parameters used for

the tuned F link atom in the present study. This is followed by

the QM/MM results using H link atoms and tuned F link

atoms with the redistributed charges described by point

charges. Then we show the QM/MM results with the

redistributed charges being smeared. The smearing widths of

the redistributed charges have been optimized for several tuned

and balanced redistributed charge schemes. Finally we tested the

transferability of the tuning parameters and smearing widths in

the TBRC2 and TBSRC schemes to other basis sets.

4.1 Tuning parameters for the tuned F link atom

We performed the tuning process for each protonated

molecule in the test suite. Table 2 shows the parameters C of

the tuned F link atoms in eqn (1) for all molecules. Because the

tuned F link atoms are tuned without the background charges

(as explained in Sect. 2.1), the same parameters are used for all

charge models and all smearing widths.

Note that the parameters we used here are different from the

ones we used in paper I, in which the parameters are tuned in

the presence of three tiers of MM charges.32 Also, the Q1–L

bond length is taken in the present study as the standard bond

length of Q1–F in the MMFF94 force field, which also differs

from paper I. Different placements of the link atom cause

some differences in the values of the tuning parameters, but the

differences are relatively small. Nevertheless, all results in the

present article are recalculated in the new way explained above.

4.2 Redistributed charges as point charges

An H atom has been used as the link atom in most previous

QM/MM methods, so we used both H atoms and tuned F

atoms as link atoms for the QM/MM calculations. We carried

out the QM/MM optimization using the BRC, BRC2, BRC3,

BRCD, TBRC, TBRC2, TBRC3, and TBRCD schemes. To

make a comparison, we also show the results using the ZN

scheme. In the ZN scheme, all MM charges are zeroed for the

calculations of E(QM,CPS**) in eqn (2), and other terms in

eqn (2) are evaluated in the same way as in the BRC scheme.

Fig. 1 Test Suite. The asterisk * denotes the deprotonation site. The QM region is on the left of the cut bond, and the MM region is on its right.

Table 2 Parameters of pseudopotentials for the tuned F link atoms

Molecule CO_1 CO_2 CO_3 CO_4 CN_1 CC_1 CC_2 CC_3

Parameter �0.40 �0.15 �0.10 �0.40 �0.05 0.90 0.70 0.75

Molecule NC_1 OC_1 CS_1 SS_1 SC_1 CSi_1 ON_1

Parameter 1.40 1.35 0.45 0.40 1.00 0.70 1.05
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Table 3 shows the results for various charge schemes using

H link atoms and tuned F link atoms. When H atoms are used

as link atoms, all schemes, including the BRC, BRC2,

BRC3, and BRCD schemes, give quite accurate geometries.

This indicates that in these redistributed charge schemes

with H link atoms, the redistributed charges are already

moved far enough from the QM–MM boundary to avoid

overpolarization. However, the mean unsigned error (MUE)

of deprotonation energies is 6.6–9.2 kcal/mol for various

schemes (ZN, BRC, BRC2, BRC3, and BRCD) employing

H link atoms.

When tuned F atoms are used as link atoms, the MUE of

deprotonation energies drop to 1.6–3.6 kcal/mol for the ZN,

TBRC2, TBRC3 schemes, with the best performance from the

TBRC2 scheme. At the same time, the geometries are also well

reproduced in QM/MM optimizations. However, for the

TBRC and TBRCD schemes, we found that nearly half of

the molecules are severely distorted and are not converged in

QM/MM optimizations, and we do not list their errors. One

possible reason for the unphysical behavior is that in these two

schemes, the redistributed charges located at the midpoints of

the M1–M2 bonds are close to the tuned F link atom and may

overpolarize the QM region. Hence the TBRC method as

originally formulated overestimates induction energies;

nevertheless, the errors are largely cancelled in computing

relative energies by single-point calculations, and so we

obtained good relative energies in the previous study. However,

the strong interactions between the redistributed charges and

the link atom distort the structures in QM/MM geometry

optimizations.

4.3 Redistributed charges as smeared charges

To overcome the problem due to the strong electrostatic

interactions between the QM region and the redistributed

charges in the TBRC and TBRCD schemes, we used smeared

charges to represent the redistributed charges, leading to the

TBSRC and TBSRCD schemes. It has been found that

smearing the MM charges close to the QM region reduces

the large electrostatic interactions near the boundary.36 We

also tested the TBSRC and TBSRC3 schemes, in which the

smeared redistributed charges (SRC) are combined, to study

the effects of charge smearing, though the TBRC2 and TBRC3

schemes give reasonable optimized geometries.

We first tested the TBSRC and TBSRC2 schemes plus two

redistributed charge schemes in which the positions of the

redistributed charges are varied. The parameter F is defined as

the ratio

F ¼ RðM1�RCÞ
RðM1�M2Þ ð8Þ

where R(M1�RC) is the distance from M1 atom to the

redistributed charge, and R(M1�M2) is the distance from

M1 atom to M2 atom. The F value is 0.5 for TBSRC, and it is

1.0 for TBSRC2. The other two schemes have F values of

0.3 and 0.7.

In Tables 4 and 5, we show the MSE and MUE of the bond

lengths and deprotonation energies using tuned F link atoms

with various smearing widths and with four different positions

for the redistributed charges. We found that the QM/MM

optimization is successful in nearly all cases except one.

Table 4 shows that when the smearing width increases, the

MUE of the bond lengths decreases. This confirms that

smearing the redistributed charges can improve the electro-

statics nears the QM–MM boundary and give better optimized

geometries. The smearing width needs to be large enough to

avoid the distortion of QM/MM structures. If F equals 0.3 or

0.5, the smearing width needs to be greater or equal 1.0 Å. If

F equals 0.7, the smearing width needs to be greater or equal to

0.5. If F equals 1.0, there is no need to smear the charges. As

the redistributed charges are moved farther from the QM/MM

Table 3 Mean signed error (MSE) and mean unsigned error (MUE) of the QM/MM bond lengths (Å) and deprotonation energies (kcal/mol)
using H link atoms and tuned F link atoms with point charge representation of the redistributed charge

Link atom Charge scheme bond lengtha (Å) deprotonation energy (kcal/mol)

MSE MUE MSE MUE
H atom ZN 0.003 0.014 8.48 8.58

BRC �0.002 0.016 8.30 8.30
BRC2 0.004 0.014 7.27 7.41
BRC3 0.004 0.014 6.22 6.55
BRCD �0.010 0.021 9.20 9.20

Tuned F atom ZN �0.002 0.016 1.24 3.59
TBRC2 �0.002 0.015 0.48 1.65
TBRC3 �0.002 0.015 �0.55 2.44

a Each mean error in bond length is an average over 90 values: 15 molecules, each protonated and unprotonated, and three bond distances for each

protonated or unprotonated molecule.

Table 4 Mean signed error (MSE) and mean unsigned error (MUE)
of the QM/MM bond lengths (Å) using tuned F link atoms with
various positions of the smeared redistributed charge and with various
smearing widths r0 (Å)a

F 0.3 0.5 0.7 1.0

r0 (Å) MSE MUE MSE MUE MSE MUE MSE MUE
0.5 �0.022b 0.070b �0.025 0.048 �0.018 0.026 �0.007 0.014
1.0 �0.008 0.028 �0.010 0.021 �0.010 0.017 �0.007 0.014
2.0 �0.008 0.016 �0.005 0.014 �0.005 0.014 �0.005 0.014
3.0 �0.002 0.016 �0.005 0.014 �0.003 0.014 �0.004 0.014

a TBSRC for F=0.5 and TBSRC2 for F=1.0. The other columns do

not have a name but may be considered to be nonstandard variants of

TBSRC. b When r0 = 0.5 Å and F = 0.3, optimization of CO_3

(unprotonated form) is not converged, so it has been excluded from

calculations in that case.
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boundary, the overpolarization problem is less severe, and we

can use smaller smearing width to get correct geometries. At

the same time, Table 5 shows that when the smearing width

becomes larger, the MUE of the deprotonation energy

increases in most cases, especially for TBSRC2. In the special

case in which the smearing width goes to infinity, QM atoms

will not feel the redistributed charges and the total charge of

the QM/MM entire system is not conserved, which will cause

large errors.32 The TBSRC scheme (F equals 0.5) with the

smearing width of 1.0 Å gives the smallest MUE, 1.62 kcal/mol,

for the deprotonation energy.

The QM/MM results using the TBSRC3 and TBSRCD

schemes are shown in Table 6. For the TBSRC3 scheme,

the MUE of the deprotonation energies increases when we

increase the smearing width of the redistributed charges. For

the TBRCD scheme, the optimum value of the smearing

width is 2.0 Å, with the MUE of deprotonation energies of

1.76 kcal/mol.

From the above results, we conclude that for the TBRC and

TBRCD schemes, it is necessary to include the smeared

redistributed charge (SRC) scheme to reproduce both the

geometries and deprotonation energies. For the TBRC2 and

TBRC3 schemes, in which the redistributed charges are moved

farther from the QM–MM boundary, charge smearing is not

necessary and the schemes without charge smearing give the

best results.

We also tested whether smearing the redistributed charges

with H link atoms can give good results for this test suite.

Table 7 shows the results using H link atoms with various

smearing widths. Varying the smearing widths from 0.0 to

5.0 Å can change the MSE of the deprotonation energies by up

to 4 kcal/mol, and a smearing width of 3.0 Å gives the smallest

MUE of the deprotonation energy of 6.7 kcal/mol. In previous

studies,36,37 it was shown that properly adjusting the smearing

width of smeared MM charges can greatly reduce the MUE of

protonation and deprotonation energies when C–C bonds

being cut in the boundary. However, when polar bonds are

cut in the QM–MM boundary, as in the present work and

paper I, H link atoms may change the electronic structure of

the boundary in the QM region, and smearing the redistributed

charges does not correct the error.

4.4 Tests with other basis sets

To test the transferability of the scheme among various QM

basis sets, we carried out calculations with two other basis sets,

in particular def2-TZVP and MG3S. The M06-2X/6-31G(d)/

CM4M charges are again used as MM charges. Two methods

selected from Sect. 4.2 and 4.3 have been tested: one is the

TBRC2 scheme, and the other one is the TBSRC scheme with

a smearing width of 1.0 Å for redistributed charges. The

results are shown in Table 8. Although for both the TBRC2

and TBSRC schemes, the MUEs of the deprotonation

energies, which are around 2.3 kcal/mol, are slightly larger

than were found using the 6-31G(d) basis set, they are still

much smaller than their counterparts using H link atoms

(H link atoms give MUEs of 6–7 kcal/mol). Therefore we

conclude that our scheme is transferable, to some extent,

among different basis sets. Moreover, we found that def2-TZVP

and MG3S, which are more complete basis sets than

6-31G(d), have significant mean signed errors (MSE) with

the deprotonation energies in both cases. The systematic

character of the error indicates that further developments

may be able to reduce the error for large QM basis sets.

5. Comparison of methods

Table 9 provides a consistent overall comparison of the

performance of all considered boundary charge schemes for

calculating proton affinities of the 15-molecule test suite

considered here. The table has eight numerical columns; the

first four refer to the entire-system geometries optimized

in paper I.32 The next four refer to geometries optimized by

Table 5 Mean signed error (MSE) and mean unsigned error (MUE)
of the QM/MM deprotonation energies (kcal/mol) using tuned F link
atoms with various positions of the redistributed charge and with
various smearing widths r0 (Å)a

F 0.3 0.5 0.7 1.0

r0 (Å) MSE MUE MSE MSE MSE MUE MSE MUE
0.5 1.50b 2.30b 1.22 1.93 0.87 1.63 0.35 1.80
1.0 1.16 1.73 0.82 1.62 0.52 1.66 0.09 2.10
2.0 0.10 2.18 �0.05 2.38 �0.26 2.64 �0.55 3.01
3.0 �0.71 3.42 �0.91 3.65 �1.01 3.81 �1.21 4.09

a TBSRC for F=0.5 and TBSRC2 for F=1.0. The other columns do

not have a name but may be considered to be nonstandard variants of

TBSRC. b When r0 = 0.5 Å and F = 0.3, optimization of CO_3

(unprotonated form) is not converged, so it has been excluded from

calculations in that case.

Table 6 Mean signed error (MSE) and mean unsigned error (MUE) of the QM/MM bond lengths (Å) and deprotonation energies (kcal/mol)
using the TBSRC3 and TBSRCD schemes with various smearing widths r0 (Å)

Charge scheme r0 (Å) bond length (Å) deprotonation energy (kcal/mol)

MSE MUE MSE MUE
TBSRC3 0.5 �0.004 0.014 �0.60 2.55

1.0 �0.004 0.014 �0.71 2.78
2.0 �0.004 0.014 �1.10 3.50
3.0 �0.003 0.014 �1.59 4.42

TBSRCD 0.5a �0.042 0.086 1.84 2.85
1.0 �0.012 0.030 1.58 2.14
2.0 �0.004 0.014 0.45 1.76
3.0 �0.005 0.015 �0.61 3.22

a When r0 = 0.5 Å in the TBSBCD scheme, optimization of CO_3 (unprotonated form) is not converged, so it has been excluded from

calculations.
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QM/MM calculations in the present work. All QM calculations,

including the QM parts of the QM/MM calculations are based

on M06-2X/6-31G(d). The MM force field is MMFF94 except

that we use CM4M partial atomic charges. The first three

columns of the table are computed for the present 15-molecule

test set from calculations originally carried out for paper I.

The next five columns are based on new calculations carried

out for the present study.

In order to remind the reader of the differences among the

redistributed charge schemes, we added an extra column for

those methods to show the sites that are affected by charge

redistribution. M1, M2 and M3 sites have already been

defined; M1.5 denotes a site halfway between M1 and M2;

M2D denotes added dipole sites near M2. The shift method is

due to Sherwood et al.;34 it is similar to RCD, but we have

preferred RCD because RCD is less complicated. The Amber-1

method33 is the adjust_q = 1 method in the AMBER 10

program,55 and Amber-2 is the default method in that

program. Amber-1 is similar to RC2 but has the disadvantage

that the redistributed charge can hop discontinuously among

M2 atoms as the M1–M2 bonds vibrate. Amber-2 is similar to

RC3, but we consider Amber-2 to be unphysical because

it redistributes charges to arbitrarily distant locations.

Nevertheless, we show these results for comparison.

The first row of Table 9 shows results with the MM

subsystem neglected. This provides a baseline that methods

Table 7 Mean signed error (MSE) and mean unsigned error (MUE) of QM/MM bond lengths (Å) and deprotonation energies (kcal/mol) using H
link atoms with the BRC scheme

r0 (Å) bond length (Å) deprotonation energy (kcal/mol)

MSE MUE MSE MUE
0.0 �0.002 0.016 8.30 8.30
1.0 0.001 0.015 7.54 7.63
2.0 0.003 0.014 6.65 6.94
3.0 0.004 0.014 5.83 6.70
5.0 0.004 0.014 4.52 7.49

Table 8 MSE andMUE of the QM/MMdeprotonation energies and bond lengths with the def2-TZVP andMG3S basis sets using TBSRC with a
smearing width of 1.0 Å and TBRC2 without smearing

charge scheme basis set bond length (Å) deprotonation energy (kcal/mol)

MSE MUE MSE MUE
TBSRC def2-TZVP �0.005 0.020 �1.16 2.18

MG3S �0.005 0.019 �1.73 2.43
TBRC2 def2-TZVP 0.003 0.015 �1.28 2.33

MG3S 0.002 0.014 �1.72 2.31

Table 9 Mean unsigned errors in proton affinities (MUEs, in kcal/mol)

Method sites single-point energies with optimized geometries

Link atom H Fg F F H H F F
tuned?a no no ESM CPS no no CPS CPS
smeared? no no no no no yes no yes
no MM 6 5 n.a.b 2.3 8 n.a 3.5 n.a

unbalanced
SEE 19 17
Z2 18 17
RCc M2 16 16

balanced
BSEE 9 5 2.4 3.4 unphys.d 8 unphys. unphys.
shiftc M2,M2D 8 5 2.7 3.5
Amber-1c nearest M2 7 4.6 1.5 1.5
Amber-2c all 5 6 2.9 3.3
BRCD, BRSCDc,e M1.5,M2 9 6 3.2 4.2 9 8 unphys. 1.8
BRC3, BRSC3c,e M2,M3 6 5 2.3 2.7 7 6 2.4 no im.f

BRC2, BRSC2c,e all M2 6 4.5 1.5 1.7 7 7 1.6 no im.
BRC, BRSCc,e M1.5 7 4.6 1.5 2.0 8 8 unphys. 1.6

a ESM denotes that F is tuned using the entire system model explained in paper I; CPS denotes that F is tuned on the capped primary system, i.e.,

without the MM subsystem. b n.a. denotes not applicable. c The extra column (‘‘sites’’) for redistributed methods shows the sites affected by

redistribution (see text). d unphys. denotes that some or all geometry optimizations lead to unphysical structures and do not converge. e The first

name given applies when there is no charge smearing, and the second name applies when smearing is used. f no im. denotes that smearing leads to

no improvement, i.e., the optimum smearing width is 0. g In the calculations using the untuned F link atom, we used the CRENBL ECP to

substitute two electrons in the core of the F link atom. The same approach was also used in paper I in the calculations on the organic molecules

(i.e., the 15 molecules also tested in the present study) that used the untuned F link atom (but the other calculations in paper I for untuned F link

atoms included all electrons on F).
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including the MM subsystem should surpass. The effect tuning

at this level is remarkable. The MUE is only 2.3 kcal/mol

for single-point calculations and 3.5 kcal/mol for optimized

geometries; these results are better than any results

(5–19 kcal/mol) obtainable with hydrogen link atoms or untuned

fluorine link atoms. This shows that attempts to improve

untuned link atom methods by improving the boundary charges

are missing the point; the dominant error in untuned link atom

methods is the incorrect charge distribution in the QM subsystem

itself, not in its interaction with the MM subsystem.

Turning our attention to methods including the MM

subsystem, we first consider the unbalanced methods. SEE

denotes straight electrostatic embedding (the partial charge on

M1 is not redistributed), Z2 denotes the default of the

ONIOM method as implemented in the Gaussian 0347 and

Gaussian 0956 packages in which the charges on the first two

tiers of MM atoms are just set equal to zero. We see error for

these methods in the range 17–19 kcal/mol. The RC scheme

lowers these errors only to 16 kcal/mol. To do better we must

use balanced schemes and tuning schemes.

The third and fourth numerical columns of Table 9 compare

the two ways to conduct the tuning. The original method (see

paper I) for tuning involved tuning in the presence of MM

charges in a three-tier entire system model (ESM). The simpler

method, introduced in the present paper, is to tune in the absence

of MM charges. On average, tuning in the presence of MM

charges in the ESM lowers the MUE by 2.9 kcal/mol, whereas

tuning in the CPS lowers the error by 2.5 kcal/mol. These

lowerings are close enough to one another that we selected to

use the much more straightforward CPS tuning in the rest of the

work, which is shown in the last two columns of Table 9.

Finally, we consider methods that employ both balanced

charges and tuning. First consider balanced straight electrostatic

embedding (BSEE). Here the balanced charges on M1 stay on

M1. Table 9 shows that geometry optimization with this method

is only successful if we employ smearing with H link atoms

(the result shown is for a smearing width of 1.0 Å), and even

when the geometry optimization is converged, the error is large.

We conclude that some redistribution is required.

Second, the results show that charge smearing is necessary if

the redistributed charge is close to the QM region (as in the

TBSRC and TBSRCD), but not if it is farther from the QM

region (as in the TBRC2 and TBRC3 methods).

Considering the last two columns of the last four rows of

Table 9, we see that methods employing theM1.5 site are suitable

for geometry optimizations only if charge smearing is employed,

but when this is done, the MUE drops to 1.6 kcal/mol. The

overall best method though seems to be TBRC2. It is simpler

than TBRC or TBRCD in that it does not involve the M1.5 site,

and it does not require charge smearing; and it is one of the most

accurate methods in Table 9 when tuning is based on the CPS,

except perhaps for Amber-1, which we did not pursue because of

the discontinuous charge redistribution problem.

6. Conclusions

QM/MM optimizations have been performed using the tuned

and balanced redistributed charge schemes. A charge-smearing

scheme for the redistributed charges has been introduced in

order to make the electrostatic interactions near the QM–MM

boundary more realistic. It is found that both QM/MM

optimized geometries and QM/MM deprotonation energies

calculated with optimized geometries can accurately reproduce

full QM results even for boundaries through polar bonds, and

there are also significant improvements for boundaries

through C–C bonds. Both the TBRC2 scheme and the TBSRC

scheme with a smearing width of 1.0 Å give a mean unsigned

error of 1.6 kcal/mol for the deprotonation energies, and the

QM/MM optimized geometries also agree well with the QM

geometries for these two choices. Moreover, comparing the

results using H link atoms to those tuned F link atoms, we

conclude that it is necessary to tune the link atoms when

treating diverse kinds of bonds at the QM–MM boundary. In

fact tuning and balancing are found to be more important

than the choice of charge redistribution scheme, although the

literature devoted to tuning and balancing is small, and that

devoted to charge redistribution is large.
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