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Accurate modeling of high-temperature hypersonic flows in the atmosphere requires consideration
of collision-induced dissociation of molecular species and energy transfer between the transla-
tional and internal modes of the gas molecules. Here, we describe a study of the N, + Ny — N,
+ 2N and N, + N, — 4N nitrogen dissociation reactions using the quasiclassical trajectory (QCT)
method. The simulations used a new potential energy surface for the N4 system; the surface is an
improved version of one that was presented previously. In the QCT calculations, initial conditions
were determined based on a two-temperature model that approximately separates the translational-
rotational temperature from the vibrational temperature of the N, diatoms. Five values from 8000
K to 30000 K were considered for each of the two temperatures. Over 2.4 X 10° trajectories were
calculated. We present results for ensemble-averaged dissociation rate constants as functions of the
translational-rotational temperature 7' and the vibrational temperature 7,. The rate constant depends
more strongly on 7 when 7, is low, and it depends more strongly on 7, when T is low. Quasibound
reactant states contribute significantly to the rate constants, as do exchange processes at higher
temperatures. We discuss two sets of runs in detail: an equilibrium test set in which 7 =T, and a
nonequilibrium test set in which 7, < T. In the equilibrium test set, high-v and moderately-low-j
molecules contribute most significantly to the overall dissociation rate, and this state specificity
becomes stronger as the temperature decreases. Dissociating trajectories tend to result in a major
loss of vibrational energy and a minor loss of rotational energy. In the nonequilibrium test set, as
T, decreases while T is fixed, higher-j molecules contribute more significantly to the dissociation
rate, dissociating trajectories tend to result in a greater rotational energy loss, and the dissociation
probability’s dependence on v weakens. In this way, as 7, decreases, rotational energy appears to
compensate for the decline in average vibrational energy in promoting dissociation. In both the
equilibrium and nonequilibrium test sets, in every case, the average total internal energy loss in the
dissociating trajectories is between 10.2 and 11.0 eV, slightly larger than the equilibrium potential en-
ergy change of N, dissociation. © 2015 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4927571]
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An improved potential energy surface and multi-temperature quasiclassical
trajectory calculations of N, + N, dissociation reactions

I. INTRODUCTION

Hypersonic flows, in which gas speeds exceed about five
times the speed of sound, are of great interest in the aero-
space science community. Such flows must be understood, for
example, for the engineering design of spacecraft for plane-
tary entry, scramjet-powered aircraft, and ballistic missile sys-
tems. In hypersonic aerodynamics, high-temperature reactions
between chemical species of the gas play an important role,
especially for the analysis of a shock layer, the region of fluid
between a strong shock wave and a vehicle surface. In air,
dissociation of species like diatomic nitrogen and oxygen is a
particularly significant chemical process that must be consid-
ered for accurate aerodynamic simulations using computa-
tional fluid dynamics (CFD) and other tools.

The present study is concerned with dissociation of N,
which is a key gas-phase chemical reaction in hypersonic flows
in air. This work consists of three major phases. (1) An accurate
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potential energy surface (PES) is constructed using quantum
mechanical electronic structure methods and surface fitting.!
This PES describes chemical interactions between the species
(N; and N) of interest. (2) The PES is used in molecular
dynamics (MD) calculations to analyze individual chemical
reactions at high temperatures and to calculate their rate con-
stants. (3) The results generated by MD are implemented in
macroscopic simulations using continuum or particle-based
techniques. In this paper, we discuss research from phases
(1) and (2) on the N, + N, — N, + 2N and N, + N, — 4N
dissociation reactions. This work expands on earlier research
we presented recently.’

Research on diatomic dissociation (and nitrogen disso-
ciation specifically) has a long history. Many studies have
viewed dissociation as a process of vibrational excitation to
an unbound state. They used a simplified diatomic potential,
such as a truncated harmonic oscillator or a Morse potential,
to compute probabilities of transitions between vibrational
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energy levels, which in turn could be used to determine reac-
tion rate constants via a master equation, a local-equilibrium
approximation, or further simplifications. Such studies became
increasingly more sophisticated in the last several decades. In
the simplest ladder-climbing framework,?™ it was assumed
that vibrational excitation occurred only via single-quantum
transitions and that dissociation occurred only from the highest
vibrational energy level. Variations of this idea allowed for
limited multi-quanta transitions, but only permitted dissocia-
tion from the highest few vibrational levels.®” More advanced
models discarded the second assumption of the ladder-climb-
ing framework, i.e., they allowed for dissociation from any
vibrational level, but still only permitted single-quantum tran-
sitions in the vibrational manifold.>*!" In some of these
works, it was assumed that dissociation was equally likely
from any vibrational level.” Other researchers built into their
models a preference for dissociation from high vibrational
levels.!®!! Indeed, several early works found evidence that
dissociation caused significant depletion of the high vibra-
tional levels (resulting in non-Boltzmann energy distribu-
tions), because molecules in such levels were favored to disso-
ciate.*!'%!3 Finally, still more advanced models, such as the
Morse potential model of Johnston and Birks with all transi-
tions allowed,’ the forced harmonic oscillator (FHO) frame-
work of Adamovich et al.,'*'” and the information-theoretic
approach of Gonzales and Varghese,'-2° permitted both multi-
quantum transitions and dissociation from any vibrational
level. We could also include in this category the analytic model
of Macheret and Rich,2! which assumes classical, impulsive
collisions between molecules and a “threshold function” for
the minimum translational energy needed for a dissociative
collision.

Many of the models we have referenced here did not ac-
count for the influence of rotational energy on the probability of
dissociation. However, the possible dangers of that assumption
have been analyzed,”>* and some of the investigators cited
above did include rotational effects in their models.”!%17:21

Advances in quantum chemistry and scientific computing
in recent years have allowed for the construction of highly
accurate PESs. These, in turn, have enabled the simulation of
dissociative collisions using molecular dynamics,>*** without
the many simplifying assumptions inherent in most of the
models outlined above. For example, several researchers have
used MD and a master equation to study H, dissociation
(due to collisions with various partners such as Ar, He, and
H); these studies consider both vibrational and rotational
effects.”>"?° Recently, the success of such methods spawned
anew family of MD-based nitrogen dissociation studies.?>%
The present article will expand on that literature. We use
the quasiclassical trajectory (QCT) method for running dy-
namics.*®3’ This method involves several steps. First, reactant
molecules are prepared in classical analogs of quantized initial
states. Then, reactants are collided by solving Hamilton’s
equations of motion for a classical trajectory, governed by
interatomic forces computed as the negative gradients (with
respect to atomic coordinates) of the PES. Finally, after the
collision is complete, product molecules are identified and
analyzed. This process is repeated many times, with initial
conditions sampled from appropriate probability distributions.
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Then, ensemble-averaged quantities like reaction rate con-
stants are calculated. The method is called “quasiclassical”
because the trajectory motion is computed classically, while
the initial conditions are determined based on quantized rovi-
brational states.

A notable feature of many hypersonic flows is the presence
of thermal nonequilibrium, i.e., regions of the flow in which
the translational kinetic energy mode of the gas is not equil-
ibrated with the rotational and/or vibrational internal energy
modes.*® Accurately accounting for thermal nonequilibrium
has been a persistent challenge for computational hypersonic
aerodynamics for decades. State-specific approaches, in which
all rovibrational states of all species are treated distinctly, are
not tractable for macroscopic aerodynamic simulations. Con-
sequently, aerospace scientists have resorted to approximate
models that attempt to characterize a fluid volume in which
energy is preferentially stored in one or more of the energy
modes. One strategy is to define three temperatures, which
are allowed to all be different: a translational temperature
T, a rotational temperature T;, and a vibrational temperature
T,.333* Formally, such a framework implies that each chemical
species inside a fluid element is characterized by a Maxwell-
Boltzmann distribution of relative translational kinetic ener-
gies at T, an approximately Boltzmann distribution of rota-
tional internal energies at 7;, and an approximately Boltzmann
distribution of vibrational internal energies at 7,. However, in
order to be more broadly applicable, such models typically
employ a generalized definition for effective temperature as
a function of energy averages.>»3* This allows T, T;, and T,
to be defined even for non-Boltzmann energy distributions,
which is useful (even though it cannot be justified by statistical-
mechanical arguments).

In a nonequilibrium gas, it is often assumed that the
translational and rotational energy modes equilibrate rapidly,
while the vibrational energy mode equilibrates more slowly
through a process of vibrational relaxation.’®*° For example,
if we define the mean free time as the average time be-
tween collisions, typical textbook assumptions are that trans-
lation equilibrates in 1-3 mean free times, rotation equili-
brates in 2—-10 mean free times, and vibration equilibrates in
10°~10° mean free times.***! Consequently, a widely used
additional assumption of multi-temperature models (made
either explicitly or implicitly) is that T = T}, while 7, may
be different, thus reducing the three-temperature model to a
two-temperature one.”'%*>~ We will use the two-temperature
model in the present study. However, we note that there is a
growing literature challenging the accuracy of assuming effec-
tively instantaneous equilibration between translation and rota-
tion; such investigations consider rotational relaxation times to
be significant, 33345031

We stress the approximate nature of all these approaches.
Rotational and vibrational internal energies are not separable
according to either classical or quantum mechanics. Indeed,
let &i, be the total internal energy of a diatomic molecule
with vibrational quantum number v and rotational quantum
number j. Let &yj, be the molecule’s vibrational energy, and
let &, be its rotational energy, each defined according to
some reasonable (but ultimately arbitrary) way to separate the
kinds of motion. For any reasonable scheme, we should have
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that &i is the sum of &y, and &y, but all three quantities
will depend on both v and j. That is, it is not possible to
simultaneously define &y, as a function of v alone and &, as
a function of j alone. Thus, strictly speaking, the notion of
distinct rotational and vibrational temperatures is ambiguous.
Furthermore, even if one accepted the approximation that
vibrational and rotational energies were separable, a two- or
three-temperature model can only fully characterize a gas with
Boltzmann distributions of the translational, rotational, and
vibrational manifolds. In general, non-Boltzmann distribu-
tions may be only poorly parameterized by temperatures.>>>
Despite these shortcomings, the two- and three-temperature
models have been widely used in the engineering design of
successful hypersonic vehicles.

Consequently, in the QCT study described here, we de-
signed a two-temperature model to investigate how the disso-
ciation process varies with the energy distributions in a gas
in thermal equilibrium and nonequilibrium. Our goal here
is to obtain benchmark nitrogen dissociation rate constants
for a representative set of precisely defined thermal environ-
ments. Such analyses shed light on how nitrogen dissociation
proceeds under realistic hypersonic flow conditions, and the
numerical results for rate constants can be used in the next
generation of macroscopic models for high-temperature aero-
dynamics.

The remainder of this paper is divided into sections.
In Sec. II, we present the new potential energy surface for
the Ny system, which forms a crucial foundation for the
MD simulations. In Sec. III, we review the methodology of
QCT, including an exposition of the two-temperature model
we designed. In Sec. IV, we note several features of the
codes we used to run the trajectories and of the simulations
we executed. We discuss results from both thermal equilib-
rium and nonequilibrium simulations in Sec. V, where we
compare our results with past theoretical, experimental, and
computational work, and where we make some comments
on possible future work. Finally, in Sec. VI, we summarize
conclusions.

Il. IMPROVED POTENTIAL ENERGY SURFACE

In previous work,' we presented a potential energy func-
tion for the ground-state N4 system based on least-squares fits
to the many-body component of the electronic energies. The
fits are based on permutationally invariant polynomials®*>° in
bond order variables, where the bond order variables are given
by exponentials,

Xi =exp[-(ri —r.)/al, (D

where r; is an internuclear distance, r. is the equilibrium
bond length of N,, and a is a nonlinear parameter of the
fit. The nonlinear parameter and coefficients of the polyno-
mials (which are linear fitting parameters) were fit to 16435
energies calculated by the complete active space second-order
perturbation theory (CASPT2) quantum mechanical electronic
structure method,’®>” with the maug-cc-pVTZ® basis set. Of
these points, 9350 correspond to planar geometries and 7085
correspond to nonplanar geometries.
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In the present work, we make two improvements on the
previous fit. We noticed that the fit to nonplanar geometries
could be improved significantly by adding more nonplanar
points to the data set, and so the first improvement is that we
added 99 new energies corresponding to nonplanar geometries.
These new data are given in the supplementary material.>’

The second improvement is a change of functional form.
Further study of the method with bond order variables showed
that the method using Eq. (1) can be improved. One reason for
this is that different values of a are optimal for fitting different
regions of the global surface. The potential in the strong inter-
action regions can be described best with a value of a close
to 1.0 A, as used in our original fit. But the near-asymptotic
regions are better described by a value of a near 0.4 A, which
is close to the Morse curve® value. Using 1.0 A there causes
incorrect long-range behavior, which could cause errors in
treating near-threshold or low-temperature processes, as was
pointed out recently.%! A way to circumvent this difficulty is to
replace X; by a mixed exponential-Gaussian (MEG) variable,
defined in Eq. (2) below,

Yo =exp[—(ri = re)/a = (ri = re)?/b]. ©)
Here, a and b are nonlinear parameters that provide the neces-
sary flexibility.

Figure 1 shows that for large distances, the MEG function
lies close to an X; curve that has a small a value, while for
short internuclear distances, this new function approaches an
X; curve that has a large a value. Although the function turns
down below 0.5 A, this behavior does not affect the quality of
our PES, since the energy of the surface is extremely high when
any distance is this small.

Table 1 compares the errors of the original' and new
fits; for the new fits, the a and b parameters were manually
optimized to 1.0 A and 1.5 A2 respectively. We see that
the new fit has smaller errors in each energy range, and it
has smaller errors for both planar and nonplanar geome-
tries. An even more important result is that it eliminates
the spurious long-range behavior. The latter is illustrated in
Figure 2, which shows a comparison of our old exponential and
new MEG fits against the electronic structure data for a sample
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FIG. 1. One-dimensional comparison of exponential (X) and MEG (Y)
variables along the r bond length. Note that . =1.098 A.
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TABLE 1. Comparison of the mean unsigned error (MUE) and root-mean-square error (RMSE) of the fitted
potential energy surfaces with respect to CASPT2/maug-cc-pVTZ results for different data subsets. Energies are

in kcal/mol.

Exponentials MEGs
Number of points MUE RMSE MUE RMSE
Subsets sorted by energy range
E <100 693 1.2 1.7 0.8 1.3
100 < E <228 1974 2.4 4.1 2.1 3.8
228 < E <456 11907 32 5.8 2.5 49
456 < E <1000 1627 11.0 14.7 9.0 12.2
E > 1000 333 21.8 31.0 15.1 23.8
Subsets sorted by geometry
Planar 9350 4.6 9.0 3.7 7.3
Nonplanar 7184 3.6 7.1 2.8 5.8
All data 16534 42 8.2 33 6.7

long-range region. The high quality of the PES fit, as quantified
by the low error values in Table I, is an important aspect of
the current work. Indeed, in other QCT studies that included
fitting of an analytic Ny PES to electronic structure data,
minimal®? or no® quantitative statistics on fitting errors were
reported.

The improved PES used for the present study is freely
available online.®> More details about the surface’s structural
features can be found in previous work.! We mention a few
highlights here. First, the N4 surface was designed with the N3
surface as a subset; thus, the surface can be used to study both
N; + N, and N, + N interactions. Electronic energies from
CASPT2 were calculated at geometries featuring the N3 mole-
cule and the tetrahedral form of N4, which have also been stud-
ied by other researchers.®>*® Some visualizations of relevant
portions of the PES are depicted in Figure 3, corresponding
to so-called H-shape and T-shape N, geometries.! Apparent
are the repulsive walls of the potential and the flat regions
corresponding to large intermolecular separation distances and
to varying vibrational energy levels of the diatoms. Later in the
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FIG. 2. Comparison of exponential and MEG fits against the CASPT2 data
for the long-range region with tetrahedral geometry (64 = 65 = ¢ =90 °). Both
N, molecules are at r = 1.1 A= r.

paper, we will examine PES structure in the context of energy
transfer mechanisms and trajectory pathways.

lll. QUASICLASSICAL TRAJECTORY METHODOLOGY
IN A MULTI-TEMPERATURE FRAMEWORK

As we noted in Sec. I, the QCT method consists of several
steps: preparation of reactants in classical analogs of quan-
tized initial states, computation of the motion of a classical
trajectory, and analysis of final states. We are studying the two
related nitrogen dissociation reactions,

Na(v1, /1) + Na(v2, j2) — No(v',j') + 2N 3)

and

No(v1, /1) + No(va, j2) — 4N, 4)

where v and j are vibrational and rotational quantum numbers,
respectively. We do not consider electronically excited species.
In this section, we discuss the QCT approach in detail, focusing
on several features specific to our investigation of reactions (3)
and (4).

A. Relative velocities and the reaction rate constant

The primary quantity of interest in this investigation is the
ensemble-averaged reaction rate constant k, which we define
in this investigation by

d[N2] _ 1d[N] 5
dt 2 dt )
where kj is the rate constant for the single-dissociation reac-
tion (3), and k; is the rate constant for the double-dissociation
reaction (4), each defined in the usual way.69 Then, k = k;
+ 2k,. In this formalism, k is an effective rate constant that
describes the total rate of removal of N, and half the rate of
production of N due to dissociation via N, + N, collisions.
Such rates are useful because they can be used directly to
calculate species concentrations in macroscopic simulations
of high-temperature gases. Furthermore, by combining the
effects of reactions (3) and (4) per Eq. (5), we can obtain a

= ki [No]? + 2ka[No]? = k[N,
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FIG. 3. Selected cuts through the N4 PES. Shown are the potential energies for various geometries representative of two colliding N, molecules. We use the
conventions in Fig. 2 to describe the geometries. For all cases, rg=1.1 Ax re, ¢ =0° and 65 =90°. For the “H-shape” geometry in (a), €5 =90°. For the
“T-shape” geometry in (b), &g = 0°. The bond distance r4 is set to the separation distance for the outer turning point corresponding to the rotational quantum
number j =0 and the vibrational quantum number v = 10, 20, 30, or 40, as denoted in the legend. (These quantities are discussed in detail in Sec. III B.) Finally,
the center-of-mass separation distance d is varied smoothly from a small value to 4 A.

more comprehensive picture of energy transfer via dissociative
N, + Nj collisions, as discussed later in this paper.

In the QCT framework, we simulate a large number of
representative collisions between N, collisions in an ensem-
ble—characterized by one or more temperatures—and we use
the results to calculate k. The rate constant for specific v and
Jj and for a thermal distribution of relative kinetic energies at
translational temperature 7 is the thermal average of the prod-
uct of the relative speed v, between the colliding N, molecules
and the reaction cross section o (which itself is a function of
v, 0, and j),3"70

< Vr O'(Vr,l),j) >T
2

The angular brackets (-); in Eq. (6) indicate a thermal average
over the distribution of relative velocities v, at the temperature
T.

The 1/2 factor in this expression is needed to properly treat
“double-counting,” which is unique to bimolecular reactions in
which the two reactants are identical. The concept of double-
counting is discussed at length in Ref. 38. Vincenti and Kruger
illustrate the difficulty by noting that a collision between two
identical species A and A terminates two free paths of A mole-
cules; this is in contrast to a collision between two different
species A and B, which terminates the free path of only one A
molecule. To account for this difference, the authors introduce
a “symmetry factor” y, equal to 1 for distinct reactants and 2
for identical reactants.

For a three-temperature ensemble, with temperatures T, 7},
and T, for translation, rotation, and vibration, respectively, the
cross section must be averaged over the internal-temperature
distributions characterized by 7; and 75. We indicate such an
average by an overbar. Then, Eq. (6) becomes

k(T) = (6)

(" Uévr) >T ] 7)
Since we use a two-temperature model in which T = T, we will
simply denote this quantity by k(7,T). Further details of the
ensemble average over T; and T, are presented below. For the

k(T’ ]}, TV) =

thermal average over relative velocities, standard procedures

yield the following:37:6%70

1 8kgT \'/> [ [bmor
k(T,T,) = = nb%, | —— / 9 (E,b)
2 T o Jo

X (b22_b) Ar exp (—Ay) db d A, ®)
max

Here, u is the reduced mass for the collision partners, kg is
the Boltzmann constant, E; is the relative translational energy,
A = E./kgT, b is the impact parameter, and b, is the value of
bbeyond which there is a negligible probability of dissociation.
Finally, % (E.,b) is the probability of dissociation averaged
over the vibrational and rotational quantum numbers and also
over all other parameters (apart from E; and b) that are needed
to specify trajectory initial conditions. These parameters, such
as the initial orientation of the collision partners, will be dis-
cussed in Sec. III D. A derivation of Eq. (8) is provided in the
supplementary material.>

Eq. (8) forms the basis of our QCT analysis of reactions (3)
and (4). The double integral in this equation is the overall
ensemble-averaged probability of reaction, which we denote
by (% )r; it is the average of 9% (E;,b) over the distributions
of the relative translational energy and the impact param-
eter. (Note that we have dropped the double overbar from
the expression (), to simplify the notation.) We seek to
evaluate this quantity via Monte Carlo integration, by appro-
priate random sampling of the parameters E,, b, and all other
quantities necessary to characterize the initial state of a system
of two colliding N, molecules.

B. Enumeration of quantized rovibrational states

To initialize a quasiclassical trajectory, we must assign
vibrational and rotational quantum numbers, v and j, respec-
tively, to each of the two reactant N, molecules. In this section,
we describe an important prerequisite step: the enumeration of
all possible rovibrational energy states of N,. The procedure
is well-known and is described in detail in Ref. 37. Here,
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we will give a brief overview of the theory. We presented a
similar overview as a part of an earlier project.” Also note that
several other QCT studies of nitrogen dissociation have used a
similar theoretical framework (with different potential energy
surfaces).’0=33 In this discussion, &;,; denotes the total internal
energy of a N, molecule.

In analyzing the quantized energy states of N», it is conve-
nient to place the zero of energy at the minimum in the diatomic
potential energy curve Vp(r), where r is the internuclear dis-
tance. Then, the energy of a dissociated N, molecule is the
dissociation energy D,, which is 9.917 eV or 228.7 kcal/mol,
for the fit to the CASPT?2 calculations described in Sec. II. (The
diatomic potential used in the fit has a functional form with
nine parameters.') We then define the effective potential energy
for vibrational motion as a function of j as

Jj( JZ+ 12)72 ’ ©)

mr
where 7 is Planck’s constant divided by 27 and m is the reduced
mass for the diatom (not to be confused with u, the reduced
mass for the collision partners in a trajectory). Depending on
the value of j, the Vp ¢ curve can have three possible shapes.
For j =0, it reduces to the potential Vp, which has a single
minimum. For 0 < j < jax, it has a local minimum at small »
(but larger than the equilibrium bond distance at j = 0), ithas a
local maximum at larger r, and it still approaches D, as» — oo.
The local maximum is due to the centrifugal barrier, caused by
the second term in Eq. (9). In this case, let & max(j) denote the
energy at this local maximum. Finally, for the j > jn.x case,
Wb et is purely repulsive, i.e., it has no local minimum (except
atr = o0).

With these definitions, we consider all of the quantum
mechanical energy states of the diatom. In the j =0 case,
N, has bound states for g, < D,. In the 0 < j < jux case,
N, has bound states for & < D,, it has quasibound states
for D, < €int < Eintmax(j), and it is unbound for higher &iy.
For the real N, molecule, the quasibound states have a finite
lifetime because of tunneling through the centrifugal barrier;
however, within the quasiclassical framework, they have an
infinite lifetime and hence will be treated as bound. To make
a list of all the bound and quasibound states, we should find,
for each integer j < jmax, the eigenvalues &, of the vibrational
Schrodinger equation,”!

Weri(r, j) = Vb(r) +

h2 d2

“Imdr + Weri(r, ) — €ine| ¥ (r) = 0, (10)
with homogeneous boundary conditions, where y/(r) is the
wave function. We label the eigenvalues &in(v,j), with v
=0,1,2,...,omax and j = 0,1,2,. .., jmax. Note that vp,x i a
function of j. To approximate these eigenvalues, we can use
the semiclassical Wentzel-Kramers-Brillonin (WKB)37-71.72
approximation. Within this framework, we obtain the follow-
ing:

2m)'/?

1 r+ ) )
b=ty / (Em(v. ) - Voer(r ) 2dr. (1)
2 nh e

InEq. (11), r— and r+ are the internuclear distances at the inner
and outer turning points on the effective potential energy curve
that are associated with the (v, j) state.
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This process ultimately yields a set of triples (v, j, &iny),
specifying all N internal energy states of the diatom. For conve-
nience, we reference these states with a single index n, with n
=1,2,3,...,N. In our implementation, we determined the
local minimum and local maximum in an effective potential en-
ergy curve by using a two-part algorithm consisting of an initial
bracketing step and a convergence step using inverse parabolic
interpolation.”*”* For finding inner and outer turning points,
we used a simple bisection algorithm for finding roots.”*’* For
evaluating the integral in Eq. (11), we used a Gauss-Chebyshev
quadrature method for numerical integration.”

For the diatomic potential used in the fit discussed in
Sec. II, we found 9198 rovibrational states, with vibrational
quantum numbers in the range 0-54 and rotational quantum
numbers in the range 0-278. Of these, 7122 are truly bound
states and 2076 are quasibound states that we treated as bound.
As expected, the spacing between vibrational energy levels
becomes smaller as v increases for fixed j, reflecting the an-
harmonicity of the potential energy curve. The spacing be-
tween rotational levels becomes larger as j increases for fixed
v.

We note that in a recent investigation, in which the
same database of electronic structure data points used here
was fitted to a different analytic form, different rovibrational
states were predicted using the WKB method. Specifically,
9373 states were found in total, of which 6930 were bound and
2443 were quasibound, with v in the range 0-52 and j in the
range 0-330. Since the underlying quantum chemistry data are
identical, this difference is attributable to PES fitting quality,
which is not sufficiently quantified in Ref. 35 to draw further
conclusions.

C. The multi-temperature model

In Sec. III B, we described a procedure for enumerat-
ing all N rovibrational energy states of Nj, indexed by n
=1,2,3,..., N.Inthis section, we discuss how we assign prob-
abilities of occupation to those states, based on properties of the
statistical ensemble under consideration and neglect of nuclear
spin. Those probabilities are then used in the initialization of
the quasiclassical trajectories.

First, consider a statistical ensemble characterized by
a single rovibrational temperature T;,. From statistical me-
chanics, the probability of selecting a diatom in internal state
nis’®

(zjn + 1) exp(_gim(vmjn)/kBTrv)
Qrovib(Trv) .
Here, v, and j, are the quantum numbers corresponding to state

n, and Qrovip 1S the canonical rovibrational partition function,
defined by’®

p(n) :p((vnvjn)) = (12)

N
Orovio(T) = ) (2 + D) exp(=sin(vns ju) ks Tr). (13)

n=1

The factor (2, + 1) is the degeneracy of a state with rotational
quantum number j,. Note that with the analysis techniques
described in Sec. I1I B, it is not necessary to use harmonic oscil-
lator or rigid rotor analytic assumptions to evaluate Q ovin(71v)
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in Eq. (12); since we have enumerated all allowable states, we
can evaluate the partition function numerically.

As we explained in Sec. I, we are interested in modeling
ensembles in which the distribution of internal energies cannot
be modeled simply by one internal temperature. More specifi-
cally, we seek a model that can yield an approximately Boltz-
mann distribution of rotational energy levels at a rotational
temperature 7; and an approximately Boltzmann distribution
of vibrational energy levels at a (possibly different) vibra-
tional temperature 7,. The non-separability of the rotational
and vibrational energies precludes the construction of a model
in which the rotational and vibrational energy distributions can
be uniquely defined. However, we can design an approximate
model as follows.

First, we must specify a rule for separating the internal
energy of a diatom into two components: a vibrational energy
&vip and a rotational energy &.. A reasonable approach is to
first define the vibrational energy of state (v, j) as the energy
of the corresponding state with the givenv and j = 0, 1i.e., at the
ground rotational level. This is a common strategy, also used
by Panesi et al.’3* Then, &.;, is a function of v alone. We have
the following definition:

&vi(,)) = ginlv,j = 0) = &yip(v), (14)

where we measure &, from the minimum of the potential
curve, not from the lowest-energy state, so that &,;,(0) is
nonzero. (It is 0.147 eV.) Then, the rotational energy & 1S
defined as the difference between the total internal energy and
the vibrational energy. Thus, &, is a function of both v and j.
This is expressed below:

Erot(vsj) = Sim(l),j) - Einl(v’j = 0) (15)

We refer to the scheme defined by Egs. (14) and (15) as
the vibration-prioritized framework. We reiterate that other
approaches are possible. For example, one could define the
rotational energy first, as a function of j alone. Nevertheless,
the vibration-prioritized framework is the most intuitive choice
for approximately separating internal energies, because when
v and j have low to moderate values, the spacing between
vibrational energy levels is larger than the spacing between

10°
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rotational energy levels. We use the definitions in Egs. (14)
and (15) for all work in this paper.

We computed the probability for state (vy,j,) as a
product of two quantities: the probability of selecting the
vibrational level v, and the probability of selecting the state
(vn, jn) conditional on having chosen the vibrational level
v,. The first of those probabilities is calculated based on
the vibrational temperature 7, and the second based on the
rotational temperature 7;. This scheme is expressed in Eq. (16)
below:

p(n) = p((Vns ) = 5[ P P(©ns i) | 0]y,

1 (0 i)
- n [p(Un)]Tv[ p(vn) :|Tr'

If we now also define the canonical vibrational partition func-
tion (as we would if we had assumed that vibrational and

(16)

rotational energies were separable),3-70
Quin(Ty) = ), exp(=svin(v)/ksTh), (17)
v=0

then we obtain the expanded form of Eq. (16) given below:

_ . _ l exp(_evib(vn)/kBTv)
p(n)-p((vn,h))—n( ot )

( (2jn+1) expé—Si:E;:z)yjn)/kBTr) )
X (eXp(—svib(vn)/kBTr)) - ay)
Qvib(Tr)
Note, crucially, that Eq. (18) reduces exactly to Eq. (12) when
T = T,. We emphasize that Eq. (12) is physical, but Eq. (18) is
not. Rather, we have argued that Eq. (18) is a reasonable model
for hypothetical ensembles that can be characterized by distinct
rotational and vibrational temperatures. Notice that we have
introduced a normalization constant 77 in Eqgs. (16) and (18),
which is necessary to ensure that the sum of all the probabilities
is 1 when T; # T,. Obviously, n = 1 when T, = T,. Among all
the cases, we considered in this project, n ranged from 0.95 to
1.10.
To illustrate the flexibility of the two-internal-temperature
model, consider Figure 4. Here, we have prepared three statis-
tical ensembles of N, molecules. In the first ensemble, 7;

(b)

Eq., 20 000
Eq., 8000
Neq.
10‘8\\\\|\\\\|\\\\|\\\\|\\\\|\\\\
50 100 150 200 250 300

J

o

FIG. 4. Examples of probability density functions (PDFs) of the vibrational and rotational quantum numbers v and j, respectively, computed using the
two-internal-temperature model of Eq. (18). (a) gives PDFs of v, and (b) gives PDFs of j. Three cases are shown in each plot: an equilibrium case in which
T:=T,=20000 K, an equilibrium case in which 7y =T, = 8000 K, and a nonequilibrium case (Neq.) in which 7;=20000 K and 7\, = 8000 K.
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=T, = 20000 K. In the second, T, = T, = 8000 K. Finally, in
the third, 7, = 20000 K and 7, = 8000 K. (Note that the trans-
lational temperature 7 is not relevant in this plot.) We give the
probability density functions (PDFs) of v and j for each case.
The first two ensembles represent cases of thermal equilibrium.
As we discussed above, they are exactly described by Eq. (12)
from statistical mechanics. The third ensemble represents a
nonequilibrium case with 7, < T;, a situation representative of
vibrationally relaxing gases downstream of shock waves in
hypersonic flows. Notice in Figure 4(a) that the PDF of v for the
third ensemble is approximately equivalent to the correspond-
ing PDF for the second ensemble; these two ensembles have
the same vibrational temperature. Likewise, in Figure 4(b),
the PDF of j for the third ensemble is approximately equiv-
alent to the corresponding PDF for the first ensemble; these
two ensembles have the same rotational temperature. This
example supports the claim that Eq. (18) is effective at sepa-
rating the distributions of rotational and vibrational energies
in the way we desired. The model is not perfect; however,
notice the slight divergence from the Boltzmann distributions
in the third case at high v and j. As one might expect, we
observed that this discrepancy generally becomes more signifi-
cant as the difference between T, and T, increases in magnitude.
The difference of 12 000 K in the nonequilibrium case shown
here is relatively large among the cases we considered in this
project.

D. Initial coordinates and velocities of reactants

In this section, we elaborate on how we initialize a quasi-
classical trajectory, building on our discussion in Secs. III A—
IIT C. The initial conditions are the Cartesian positions and
velocities of the four N atoms in the system before the collision.
We can specify these values using 18 (=6 X 4 — 6) parameters.

Two of these we have already discussed in Sec. III A. The
relative translational kinetic energy E; can be used to define
a relative velocity between the centers of mass of the two
reactants. Without loss of generality, we align the relative ve-
locity vector with the z axis in our simulation reference frame.
The impact parameter b is used to define an initial separation
between the centers of mass of the reactants along the x axis,
again without loss of generality. We set the separation along
the y axis to be zero and along the z axis to be large enough
so that the initial intermolecular forces between the reactants
are negligible. Procedures for selecting E; and b correctly are
discussed in Ref. 37.

We next consider how to specify the orientation and
initial velocities of the atoms of each N, molecule in their
own center-of-mass reference frames. For each molecule, we
first randomly select a quantized rovibrational state (v, j) per
Eq. (18). We use the rotational quantum number j to set the
magnitude of the classical internal angular momentum J of the
diatom, based on the following semiclassical correspondence
from quantum mechanics:*”-7!

J-J=j(+ k. (19)

The vibrational quantum number v is used to set the initial
separation distance between the two atoms. Following the
suggestions in Ref. 37, we initialize the diatom at either its
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inner or outer turning point. Then, we determine a random
phase angle &, with 0 < & < 2. This is used to determine a
drift time for the molecule, i.e., an amount of time for the
molecule to vibrate before the start of the trajectory, in order
to reach a randomized point in its vibrational period. Next,
we specify the orientation of the diatom’s axis of symmetry
using two randomly selected angles 8 and ¢. Finally, we use
yet another randomly selected angle « to specify the initial
orientation of the diatom’s internal angular momentum vector,
perpendicular to its central axis. These six parameters v, j, &,
0, ¢, and e, all selected by Monte Carlo sampling, fully specify
the initial conditions for the diatom in its center-of-mass frame.
Further discussion of exactly how these six parameters can be
converted into Cartesian positions and velocity components
can be found in the references.’”:%>"7

E. Stratified sampling and uncertainty quantification

We turn in this section to the problem of evaluating an
ensemble-averaged probability of dissociation (2?); from a
large batch of quasiclassical trajectories. We need to evaluate
the right-hand side of Eq. (8). This requires integrating over
appropriate distributions for the relative translational kinetic
energy FE;, the impact parameter b, the reactant internal rovi-
brational states, and all other parameters that we identified in
Sec. III D. Fortunately, the rapid convergence of Monte Carlo
methods makes tractable the numerical evaluation of the highly
multidimensional integral in Eq. (8).

From Eq. (8), b must be sampled so that the probability
of selecting an impact parameter in the interval (b, db) is
2bdb/b2,,. for 0 < b < by, We used stratified sampling?’
for this. For a given set of temperatures, we compute trajec-
tories in batches. In each batch, we sample b from the inter-
val (0, by,,) with a different value of by, For example, a
typical run included six batches, with by, = 1,2,...,6 A. The
trajectories from all of the batches are then sorted into non-
overlapping intervals of b, which we call integration strata.
Then, the evaluation of the integral in Eq. (8) is done in a piece-
wise fashion, with appropriate weighting for each stratum. In
our research, we only partitioned the integral in Eq. (8) into
strata based on the impact parameter. For all other integration
parameters, we sampled without weights.

To quantify this procedure, we follow the exposition of
Ref. 37. Suppose that we have calculated several batches of
trajectories and have sorted the results into K integration strata
indexedby x = 1, 2, ..., K. Each stratum is defined by a mini-
mum impact parameter value b, and a maximum value b}, and
we assume that the strata are listed in increasing order so that
by =0 A and b;} = bmax. Then, each stratum is associated with
a fraction ¥, of the total integration volume in b,

(b))’ = (5)°

2
b max

Ve = (20)

The sum of the ¥ is 1. We can interpret the ¥, values as weights
on the contributions to (2 ), from each of the strata. Let .V, and
N denote the total number of trajectories and the number
of dissociative trajectories in stratum «. Then, assuming that
we have used the correct probability distributions for all other
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integration parameters, we have the following relation:*’

K J\/d
@P)r = ) N 1)
k=1 K

By substituting this value for the integral in Eq. (8), we obtain
the ensemble-averaged dissociation rate constant k.

Importantly, we also have the following formula for the
one-standard-deviation statistical error on this Monte Carlo
estimate for (% )77

Ky [ NaeNe = Na\\
NPy = (Z Y2 (%)) N ¢:))
k=1 <K

We will use Eq. (22) to calculate statistical uncertainties
throughout this paper. Note that this formula accounts only
for statistical errors in the Monte Carlo integration; it does
not include other sources of error, such as errors from fitting
the PES to the CASPT2 data, from the lack of exact energy
conservation in numerically integrated trajectories, and from
the fundamental assumption of classical motion of the collid-
ing atoms.

Finally, note that Egs. (21) and (22) were derived specif-
ically for the calculation of an ensemble-averaged probability
of dissociation. However, the same formulas apply for deter-
mining the averaged probability of any event of interest that
either does or does not occur in each trajectory; we simply
replace N, with the number of trajectories Ny, in which
the event occurred. For example, we may be interested in
trajectories that featured a single dissociative event and whose
molecular product had an internal energy within a specified
range. Thus, we will make extensive use of Eqgs. (21) and (22)
to investigate the dissociation process in detail.

IV. SIMULATIONS

Using the potential energy surface described in Sec. IT and
the methods described in Sec. III, we proceeded to compute
quasiclassical trajectories to study reactions (3) and (4) under
various conditions. We chose five temperatures: 8000, 10 000,
13000, 20 000, and 30 000 K. We varied both the translational-
rotational temperature 7 and the vibrational temperature 7,
across the five values. In this process, we carried out a total
of 25 runs, which are summarized in Table II. Notice that we
generally ran more trajectories at lower temperatures, at which
dissociation probabilities are lower and more trajectories are

TABLE II. Number N (in x10°) of quasiclassical trajectories computed for
each combination of the translational-rotational temperature 7 and vibra-
tional temperature 7. Temperatures are in K.

Ty
N 8000 10000 13000 20000 30000
8000 400 105 60 28 24
10000 320 96 70 28 24
T 13000 240 96 56 24 16
20000 240 96 70 40 16
30000 180 96 70 24 16
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TABLE III. Statistics on energy conservation in trajectories as a function of
the Verlet integrator time step dt. Each row corresponds to a run of 8 x 106
trajectories with 7' =T, =30000 K. For each case, we give the dissociation
rate constant k£ and two statistics on the total energy deviation A E from each
trajectory: the maximum value and the average value (across all trajectories in
the run). Time is in fs, & is in 107! cm® molecule™ s™!, and AE  values are
in meV. See Sec. V for a description of the notation used to describe statistical
uncertainty in k.

Statistics on AE

At k Maximum Average
0.01 8.53(1) 0.587 0.0408
0.02 8.53(1) 1.68 0.163
0.05 8.50(1) 11.2 1.02
0.10 8.46(1) 49.6 4.07
0.20 8.41(1) 164.0 16.2
0.50 8.15(1) 1070.0 100.0
1.00 8.28(2) 6090.0 408.0

needed to obtain meaningful statistics. In total, over 2.4 x 10°
trajectories were calculated.

The trajectories themselves were computed with a Verlet
integrator.”® For the purposes of terminating a dissociating
trajectory, a molecular bond is considered broken if it exceeds
10A. A non-dissociating trajectory is terminated if, after the
collision, four out of the six internuclear distances in the system
exceed 15 A.

To determine an appropriate integration time step At for
the runs, we first conducted several tests to understand how
the time step affected energy conservation in a trajectory. Re-
sults from some of these studies are given in Table III. One
needs a smaller time step when velocities are higher, so we
conservatively chose T =T, = 30000 K for the test. For the
tests summarized in Table III, we ran conservatively large
batches of 8 x 109 trajectories each, varying Az from 0.01 fs
to 1 fs. For every trajectory, we calculated the magnitude of
the energy deviation, defined as the difference between the
largest and smallest total energy E values calculated during
the trajectory. E is equal to

4
Eo=V(X1,...,X4) + Z (

1
=m; |v,~|2) , (23)
i=1

2
where x; and v; denote the position and velocity vectors for
atom i, V is the total potential energy in the system, and m;
is the mass of atom i. We then computed statistics on the set
of values AEiot = Etotmax — Etormin fOr €ach trajectory. As ex-
pected, both the maximum and average values of AE;y increase
as At increases. However, the change in the quantity of interest
k is relatively small; the variation in k£ between the runs at
low At is of the same order of magnitude as the one-standard-
deviation statistical error. Considering that the choice of At
has a major effect on the cost of the trajectory calculations, we
decided to use At = 0.05 fs for all of our production runs. This
provides a reasonable compromise between high accuracy and
high efficiency.

A combined Fortran 90 and C code was written to perform
the calculations. The code was parallelized with MPIL. All
large datasets were stored using the Hierarchical Data Format
5 (HDF5),”” which improved computational efficiency and
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streamlined the organization of our data. For random num-
ber generation, we used the multiplicative lagged Fibonacci
generator of the Scalable Paralle]l Random Number Generators
(SPRNG) library.®’ The simulations were run on supercomput-
ing resources within the Candler group. Typical calculations
used between 50 and 1000 cores.

V. RESULTS AND DISCUSSION

In this section, we analyze results from the 25 runs that we
described in Sec. IV. Several conventions are used throughout
this section. When reporting a one-standard-deviation statis-
tical error for a quantity, we use parentheses to indicate the
magnitude of the deviation in the last digit of the quantity.
For example, the expression 1.23(4) x 107'% is equivalent to
1.23 + 0.04 x 107'°, PDFs for a property of reactive trajec-
tories are denoted by f. A vertical line | indicates a conditional
probability, per standard conventions. For convenience, we
use the abbreviation dissoc to mean any dissociation event,
i.e., a trajectory that resulted in at least one dissociated nitro-
gen molecule. Finally, we reiterate that the reactant-ensemble
translational and rotational temperatures, 7 and T;, respec-
tively, were equal for all simulations in this research; accord-
ingly, we call T the translational-rotational temperature.

A. Dissociation rate constants

The ensemble-averaged dissociation rate constants k,
computed from Eq. (8), are given in Table IV as a function of
T and T,. Recall that these rate constants, per Eq. (5), account
for the destruction of molecular nitrogen from both single-
dissociation and double-dissociation collisions between pairs
of N, diatoms. The data are visualized in two different forms in
Figure 5. We observe that k varies more rapidly with 7 when T,
is low. Consider, for example, that the rate constant increases
much more rapidly with 7 when 7 is fixed at 8000 K than when
T, is fixed at 30000 K. Likewise, k varies more rapidly with
T, when T is low. For example, observe that the rate constant
increases much more rapidly with 7, when T is fixed at 8000 K
than when T is fixed at 30 000 K.

In Figure 6, we compare data from Table IV with past
research. Figure 6(a) compares our T = 7, thermal equilib-
rium results with earlier studies. We include the experimental
findings of Byron,®' Appleton,®> and Hanson and Baganoff®*
and the QCT-based results from Jaffe et al.>> and Parsons
et al.*® Also included here are the most recent recommenda-
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FIG. 5. Two depictions of dissociation rate constants k as a function of the
translational-rotational temperature 7" and the vibrational temperature 7. The
data are from Table IV. In (b), variation in 7 corresponds to the horizontal
axis, and the legend specifies lines of constant 7'. For clarity, an additional
dashed-dotted black line is drawn through those equilibrium (Eq.) points at
which T =T,. For each data point in (b), the error bars, calculated using
Eq. (22), are smaller than the symbol in size. Temperatures are in K.

tions of Park,*>** which were based on compilations of earlier
research. Our data agree most closely with the Park results
at low temperatures, but diverge from his results at higher
temperatures. To assist in comparing these various data, we
provide a fit to our equilibrium rate constants in Eq. (24) below:

4.50 x 107° cm’ 0.675
keq(T) - (molecule .5 K0675 ) T
(—1.17 x 10° K)
X exp — |

(24)

TABLE IV. Dissociation rate constants k as a function of the translational-rotational temperature 7" and the

vibrational temperature 7. Temperatures are in K and k is in cm® molecule ™! s

1 -1

T,
k 8000 10000 13000 20000 30000
8000 46(1)x 10715 4537)x 107 3723)x 10713 423(1) x 10712 1.650(3) x 10~
10000 1.00(2) x 10714 71 x 1074 526(3)x 10713 537(2) x 10712 2.016(4) x 1071
T 13000 530(5) x 1071%  1.862) x 10713 9.13(5)x 10713 7.47(2) x 10712 2.621(5) x 107!
20000 1.352(2) x 10712 2.043(5) x 10712 4.160(9) x 10712 1.633(3) x 10~'!  4.457(7) x 101!
30000  1.409(1) x 1071 1.672(2) x 10711 2.247(2) x 10~'1  4.445(6) x 10711 8.51(1) x 107!
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FIG. 6. Comparison of the dissociation rate constants k from Table IV with
recent research. (a) Compares thermal equilibrium data with experimental
data (shown in dashed-dotted lines) and computational or theoretical results
(shown in solid lines). (b) Compares all data from Table IV (which is also
presented in Figure 5(b)) with the Park two-temperature model. Our results
are shown with symbols and solid lines, and the Park model results are shown
in dashed-dotted lines. The value of T is indicated by color, as specified in
the legend. Variation in T corresponds to the horizontal axis, while T is held
fixed along each line. Temperatures are in K. See the text for corresponding
references.

The parameters in this equation were determined via nonlinear
least-squares fitting using MATLAB.3

In Figure 6(b), we repeat our depiction of the 25 rate
constants shown in Figure 5(b), but now we also show rate
constants computed along lines of constant 7 using the Park
two-temperature model,*>** in which k is approximated as a
function of the controlling temperature 7, = (TT,)""*. The Park
model predicts values of k that are smaller than ours in almost
all cases. The discrepancy is especially significant in those
cases of large thermal nonequilibrium (when the magnitude of
the difference between T and 7, is large). Agreement is best
when both T and T, are small.

B. Contributions to the rate constant from trajectory
subsets

To understand the dissociation process in more detail, we
report in this section on the percentage contributions to the
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TABLE V. Percentage contributions k,/k to the dissociation rate constant,
from trajectories with impact parameters b in different intervals. Data are
from five equilibrium runs with 7" = 7\,. Temperatures are in K, distances are
in A, and k,/k is given as a percentage.

kilk: T =T, =
bmin bmax 8000 10000 13000 20000 30000
0 1 15.3 19.0 20.6 23.7 239
1 2 34.1 35.7 36.3 39.3 422
2 3 30.6 31.0 29.6 26.5 253
3 4 16.8 12.0 12.0 9.6 79
4 5 32 22 1.4 0.9 0.7
5 6 0.0 0.1 0.0 0.0 0.0

dissociation rate constant k from various types of trajectories.
We focus our attention on two sets of runs from the total 25.
The first is an equilibrium test set, consisting of the five runs in
which T = T,, ranging from 8000 K to 30 000 K. The second is
anonequilibrium test set, consisting of the four runs in which T
is fixed at 20 000 K and 7, varies from 8000 K to 20 000 K. The
second set was chosen to shed light on ensembles representa-
tive of those in a vibrationally relaxing gas behind a shock, in
which 7, is initially much less than 7" and equilibrates to T over
time.

1. Dependence on impact parameter

We begin by examining the contributions to k from differ-
ent integration strata in the impact parameter b, per our discus-
sion of Eq. (21) in Sec. III E. Tables V and VI present the
contributions from six different strata, each characterized by
a b interval of width 1 A. Figure 7 complements these tables.
It gives the ratio of the probability of dissociation, conditional
on the impact parameter, to the total probability of dissociation.
This quantity p(dissoc | b)/p(dissoc) can be interpreted as a
scaled opacity function.>”0 It satisfies the following relation,
per arguments similar to those in the derivation of Eq. (8):%

b .
max [ p(dissoc | b)\ ( 2b
_— db=1. 25
/0 ( p(dissoc) b 25)

It is important to remember that p(dissoc | b)/p(dissoc) is not
a probability density function itself, and its integral from 0O to
bmax 1s not identically equal to unity; it should not be confused
with the PDF f( b | dissoc). Also note that the total probability

TABLE VI. Percentage contributions k,/k to the dissociation rate constant,
from trajectories with impact parameters b in different intervals. The same
conventions used in Table V are used here. Data are from four nonequilibrium
runs with T fixed at 20 000 K and with T varied.

ki/k: T =20000, Ty =

bmin bmax 8000 10000 13000 20000
0 1 443 39.9 329 23.7
1 2 36.6 37.7 38.7 39.3
2 3 15.8 17.7 21.3 26.5
3 4 32 4.4 6.5 9.6
4 5 0.1 0.3 0.6 0.9
5 6 0.0 0.0 0.0 0.0
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FIG. 7. Opacity functions scaled by the overall probability of dissociation. (Eq.) shows results from five equilibrium runs with 7' =T. The legend gives the
equilibrium temperature. (Neq.) shows results from a set of four nonequilibrium runs with 7" fixed at 20 000 K and with 7, varied. The legend gives the value of
T,. The probability ratios in (Eq.) were computed based on trajectories with impact parameters in the range 0 A <b <8 A, while the probability ratios in (Neq.)
were computed based on the range 0 A < b <6 A. See Tables V and VI for comparison. Temperatures are in K.

of dissociation p(dissoc) varies by multiple orders of magni-
tude across the cases considered here.

First, consider Table V for the equilibrium test set. Notice
that for each run in this set, the greatest contribution is from
trajectories with impact parameters in the range [1, 2] A. Fur-
thermore, the normalized contribution from such trajectories
becomes larger as the temperature increases. Additionally,
the contribution from larger-impact-parameter trajectories, in
which b is greater than 2 10\, becomes steadily smaller as
the temperature increases. These trends are confirmed in the
sharpening of the scaled opacity function plots for equilibrium
conditions in Figure 7(Eq.) as the temperature increases. These
observations are consistent with the well-known trend that the
effective size of a molecule in a collision tends to decrease as
the collision relative speed increases, because, intuitively, there
is less time for the molecules to interact in glancing collisions.
We do note that the probability ratio for collisions with b in
the range [0.0, 0.5] A is somewhat larger for the 20 000 K case
than for the 30 000 K case. This suggests that at extremely high
temperatures, there is less of a distinction between collisions
below a certain small-impact-parameter threshold.

Now consider the nonequilibrium test set, corresponding
to Figure 7(Neq.). Here, there is a clear sharpening of the scaled
opacity function as the vibrational temperature is decreased
and the translational-rotational temperature is held constant.
This effect is also evident in Table VI, where we see that
the normalized contribution to the rate constant from high-
b trajectories decreases dramatically as 7, decreases. We can
explain this phenomenon by noting that as the vibrational
energy of a molecule decreases, the amount of energy that
it must gain in a dissociative collision generally increases.
Large energy transfers tend to result from small-b collisions,
which are intuitively “harder.” Consequently, it is reasonable to
conclude that as 7, decreases while T is held constant, large-b
collisions become less effective at inducing dissociation.

2. Dependence on event subtype

We have used the abbreviation dissoc to refer to a trajec-
tory resulting in at least one dissociated N, molecule. It is

instructive to look more carefully at exactly what outcomes
are possible in a N, + N collision and at how those different
events contribute to the dissociation rate constant. To do so,
first assume that we have indexed the four nitrogen atoms in the
system from 1 to 4 such that the reactant diatoms are N(V-N?)
and NO-N®, Then, we identify five events of interest:

e nonreactive denotes a trajectory whose products have
the same molecular bonds as the reactants. The products
are the two diatoms N(V-N® + NG_N®,

e simple-dissoc denotes a trajectory whose products
consist of two dissociated atoms and one diatom with
the same molecular bond as one of the reactants. The
products are either N(V-N®@ + N® 4 N® or NO_N®
+ N 4+ N®,

o single-dissoc-swap denotes a trajectory whose prod-
ucts consist of two dissociated atoms and one diatom
that itself is composed of one atom from each of the
two reactants. Two (out of four total) possibilities for
the products are NI\-N® 4+ N® + N® or ND_N®
+N®@ 4+ NG,

e double-dissoc denotes a trajectory in which the prod-
ucts consist of four dissociated atoms. There are no
chemical bonds in the products.

e metathesis denotes a trajectory whose products consist
of two diatoms, each of which contains one atom from
each of the two reactants. There are no dissociated
atoms. The products are either N(V-N® 4+ N@_N®
or NO_N® + N@_N®.

We will use these abbreviations throughout the remainder of
this paper. Note that, in general, we expect the lowest-energy
trajectories to be of the nonreactive type. Also, we expect
single-dissoc-swap, double-dissoc, and metathesis trajectories
to be typically of higher energy than simple-dissoc trajectories,
because they require the breaking of both reactant molecular
bonds rather than only one. Furthermore, when the frequency
of single-dissoc-swap, double-dissoc, and metathesis events
increases (relative to the frequency of simple-dissoc events),
we expect an increase in the probability of N, + N, dissociation
via inelastic-partner collisions, in which internal energy is
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changed in both collision partners. Inelastic-partner collisions
can be contrasted with elastic-partner collisions, in which
dissociation of one particle occurs but the internal state of the
other is unchanged. (For comparisons made in this paper, we
will also use the term “elastic” loosely, to refer to internal state
changes that are small but not exactly zero.)

To illustrate these concepts, Figure 8 gives visualizations
of four representative trajectories, one for each of the event
types except nonreactive. For each trajectory, the rovibrational
states of the reactants were identical to those for the other
three event types. Only the initial relative speed between the
collision partners and their molecular and rotational orien-
tations and vibrational phases were varied among the four
plots of Figure 8. In all four cases, the vibration of the two
reactants is apparent from the periodic structure in both the
bond distances and the potential energy early in the trajectory.
Figures 8(a) and 8(b) show a simple-dissoc and a single-dissoc-
swap event, respectively. In both cases, there is one diatomic
molecule in the products; this is evident from the smaller
amplitude and approximately sinusoidal quality of the periodic
potential energy change late in the trajectories. For the double-
dissoc event depicted in Figure 8(c), the potential energy in
the products becomes constant as the four atoms fly apart. For
the metathesis event shown in Figure 8(d), large-amplitude
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periodic fluctuations in the potential energy resume late in the
trajectory, after the two diatoms have formed again and begin
to vibrate freely.

It is also instructive to compare the middle portion of
the trajectories, when the actual collision occurs. For the case
shown in Figure 8(a), diatom N®-N® rebounds off its colli-
sion partner, with only small changes in its vibrational period,
and ry4 remains greater than about 2 A throughout the trajec-
tory. For the cases illustrated in Figures 8(b) and 8(d), we
see the potential energy peak as both diatomic bonds break
(at approximately the same time), then drop as the molecules
move away from the steep repulsive wall at short interatomic
distances. Also observe that the product diatom N®-N® in
8(d) case has a much larger vibrational energy than either of
the reactant molecules, indicative of the significant inelastic
interaction that occurred in the collision. Finally, in the highest
energy case shown in Figure 8(c), both reactant bonds break,
again at approximately the same time, followed rapidly by
a plateau in the potential energy at approximately twice the
N, dissociation energy, which is 9.917 eV for the PES used
here.

We turn next to a quantitative assessment of the contri-
bution of each dissociation event subtype to the overall rate
of destruction of N,. For the purpose of counting events to
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FIG. 8. Visualizations of four representative trajectories. Per the definitions in the text, each trajectory shown here is of a different type: (a) simple-dissoc, (b)
single-dissoc-swap, (c) double-dissoc, and (d) metathesis. Dotted lines depict the total N4 potential energy, and solid lines depict interatomic distances, where
rab is the distance between atoms a and b, indexed from 1 to 4. The reactant diatoms are N()-N®@ + N®)-N®, Quantities are plotted versus elapsed time.
For all four trajectories, vy =30, j; =120, v =7, and j, =78. (Compare the mean v and j; values for the T'=T,=20000 K case reported in Table XI.) The
collisions are head-on, i.e., b =0 A. The initial relative speed between the collision partners’ centers of mass was 0.08 A/fs for (a), 0.10 A/fs for (b) and (d), and

0.15 A/fs for (). Random sampling was used for all other parameters.
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TABLE VII. Percentage contributions kevent/k to the dissociation rate con-
stant, from different types of dissociation events. The event types are defined
in the text in Sec. V B 2. For comparison, a value of keyent/k is also provided
for non-dissociative metathesis collisions. Data are from five equilibrium runs
with T =T,. Temperatures are in K and kevent/k is given as a percentage.

kevent/k: T =Ty=

J. Chem. Phys. 143, 054304 (2015)

TABLE IX. Percentage contributions kgyee/k to the dissociation rate con-
stant from dissociating trajectories with different reactant initial states. The
state classes are defined in the text in Sec. V B 3. The bottom row gives,
for reference, the percentage P(quasi) of quasibound molecules in the corre-
sponding ensemble of reactants. Data are from five equilibrium runs with
T =T,. Temperatures are in K, and kgqe/k and P(quasi) are given as
percentages.

Event 8000 10000 13000 20000 30000
simple-dissoc 99.1 97.0 92.5 80.5 69.2
single-dissoc-swap 0.9 3.0 7.5 18.9 28.2
double-dissoc 0.0 0.0 0.0 0.6 2.6
metathesis 1.1 2.3 33 5.5 6.5

calculate the overall dissociation rate constant k using Egs. (8)
and (21), we treat a single double-dissoc trajectory as if it
was two single-dissoc trajectories. This is consistent with our
discussion of the effective rate constant k in Eq. (5).

Table VII gives the contributions to k for the equilib-
rium test set from each of the three dissoc event subtypes:
simple-dissoc, single-dissoc-swap, and double-dissoc. At low
temperatures, almost all dissociation events are of the simple-
dissoc subtype. As the temperature increases, the contribu-
tion from single-dissoc-swap events increases significantly.
double-dissoc events are extremely rare in all cases, although
they do play a slightly more significant role at higher tempera-
tures. For the nonequilibrium test cases, Table VIII shows that
the relative contribution from the three dissoc event subtypes
remains approximately the same as 7 is increased with 7 held
constant.

In Tables VII and VIII, we also give the effective rate
constant for the (non-dissociative) metathesis event, as a per-
centage of k. In the equilibrium test set, this percentage is
relatively small, but increases steadily with temperature. In the
nonequilibrium test set, the relative rate constant for metathesis
increases significantly as 7, is decreased while T is fixed.
The increased frequency of metathesis events may indicate a
greater role of inelastic-partner collisions (as defined above)
in the dissociation process. We will return to this finding in
Secs. VD-V E.

3. Dependence on type of reactant states

In Sec. III B, we described the difference between a
truly bound and a quasibound state. Both types of states were
considered in the reactant ensembles we used for our QCT

TABLE VIII. Percentage contributions Keyent/k to the dissociation rate con-
stant, from different types of dissociation events. The same conventions used
in Table VII are used here. Data are from four nonequilibrium runs with T’
fixed at 20000 K and with 7, varied.

kstate/k: T =Ty =
Reactant
states 8000 10000 13000 20000 30000
bound-bound 36.4 394 39.9 41.7 39.8
bound-quasi 63.6 60.6 59.9 56.7 55.1
quasi-quasi 0.0 0.0 0.2 1.6 5.0
P(quasi) 0.001 56 0.0205 0.200 2.26 7.93

calculations. Accordingly, each trajectory we ran can be clas-
sified into one of the three classes: (1) both reactant molecules
were in bound states, a case that we denote by the name bound-
bound, (2) one reactant was in a bound state and one was in
a quasibound state (bound-quasi), or (3) both reactants were
in quasibound states (quasi-quasi). We report in this section
on the relative importance of each of these three classes of
trajectories to the dissociation rate constant.

Table IX gives data for the equilibrium test set. Percentage
contributions to the rate constant from the three different clas-
ses are given. Note the consistency in the relative contribution,
across the temperature range, from the bound-bound class.
The bound-bound trajectories account for ~40% of the rate
constant, and trajectories featuring at least one quasibound
reactant account for ~60% of the rate constant in all five runs.
This trend is particularly interesting given that the population
of (relatively high-energy) quasibound states in the reactant
ensemble increases by multiple orders of magnitude from the
cold to hot cases. For reference, we provide, in the last row
of the table, the percentage P(quasi) of quasibound states in
the reactant ensemble. Evidently, quasibound molecules play
a very significant role in the dissociation process. The same
trend is maintained in the data from the nonequilibrium test
set, which is reported in Table X. In all four runs, bound-
bound trajectories account for ~40% of the rate constant and
the other two classes of trajectories account for ~60%. We
reiterate that the cases considered here are based on approx-
imately Boltzmann distributions of initial translational, rota-
tional, and vibrational energy states. In a real gas, depletion of

TABLE X. Percentage contributions ke /k to the dissociation rate constant
from dissociating trajectories with different reactant initial states. The same
conventions used in Table IX are used here. Data are from four runs with 7
fixed at 20000 K and with T, varied.

kevent/k: T =20000, Ty =

kstate/ k: T =20000, Ty =

Event 8000 10000 13000 20000 Reactant states 8000 10000 13000 20000
simple-dissoc 80.0 80.3 81.2 80.5 bound-bound 39.2 39.1 39.7 41.7
single-dissoc-swap 19.7 19.4 18.5 18.9 bound-quasi 60.1 60.1 59.3 56.7
double-dissoc 0.2 0.3 0.3 0.6 quasi-quasi 0.7 0.8 1.0 1.6
metathesis 16.2 13.5 9.5 5.5 P(quasi) 0.682 0.817 1.12 2.26




054304-15 Bender et al.

high-energy-state populations may affect the relative contribu-
tion of quasibound molecules to the dissociation rate constant.

C. Initial states of the dissociating diatom in simple
dissociation trajectories

In this section, we examine PDFs of the initial vibrational
quantum number vy, rotational quantum number j;, and total
internal energy &y 1 of the reactant molecule N(;) = NO_N®@,
in those simple-dissoc trajectories (as defined in Sec. VB 2) in
which N(zl) eventually dissociates. By restricting our attention
to these types of dissociation events, we can gain information
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about which reactant molecules are favored to dissociate after
colliding with another particle. However, it is important to
remember that “non-swapping” dissociative trajectories make
only a partial contribution to the rate constant at higher temper-
atures, as reported in Tables VII and VIII. For a “swapping”
dissociative trajectory, it does not make sense to refer to the
initial state of a molecule that eventually dissociates. Rather,
both reactant molecules must be analyzed together. We will
conduct such an analysis in Sec. V E.

Figure 9 depicts the PDFs of vy, ji, and &iy, for the
equilibrium test set (denoted by Eq.) and for the nonequi-
librium test set (denoted by Neq.). Consider the equilibrium
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FIG. 9. PDFs of the initial vibrational quantum number vy, rotational quantum number j;, and total internal energy &in,| of the N reactant molecule, for those

2

simple-dissoc trajectories in which N(zl) dissociates. (Eq.) denotes results from five equilibrium runs; the legend in these plots indicates the temperature T =T.
(Neq.) denotes results from four nonequilibrium runs; the legend in these gives the vibrational temperature 7\, while the translational temperature is held fixed
at T =20000. Note the difference in scales of the vertical axes of (Eq.-c) and (Neq.-c). Temperatures are in K.
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TABLE XI. Statistics on properties of the first reactant molecule N(zl),
simple-dissoc trajectories in which Ng) dissociates: v and jj are the vibrational and rotational quantum numbers,
respectively, and &yip, 1, Erot,1, and giy,1 are the vibrational, rotational, and total internal energies, respectively.
Vibrational and rotational energies are defined by Eqs. (14) and (15). An overbar indicates an average over the
entire ensemble of trajectories. Half-brackets | -| indicate an average over only those trajectories that result in

over all trajectories and over only

a simple-dissoc event in which N(zl) dissociates, i.e, | x| means an average over the probability density function
f (x| simple-dissoc). Data are from five equilibrium runs with 7' = 7\,.. Temperatures are in K and energies are in

J. Chem. Phys. 143, 054304 (2015)

eV. See Figure 9(Eq.) for comparison.

T=T, 01 J1 Evib, 1 Erot, 1 Eint, 1 o] Lyl |_5vib, 1] Lsrot,lJ Lsint, 1]
30000 10.2 95.7 2.77 2.46 5.23 26.7 132.0 6.26 3.78 10.0
20000 7.01 78.4 2.00 1.76 3.76 30.1 120.0 6.91 3.11 10.0
13000 4.03 61.4 1.25 1.15 2.40 343 107.0 7.69 2.36 10.1
10000 2.83 53.0 0.929 0.877 1.81 36.7 98.1 8.10 1.96 10.1
8000 2.09 46.9 0.725 0.700 1.43 38.8 91.6 8.43 1.62 10.1

results first. Several trends are evident: as the temperature
decreases, the PDF of v; becomes more biased toward high
vibrational quantum numbers and the PDF of j; becomes more
biased toward moderately-low rotational quantum numbers.
Likewise, we observe that at higher temperatures, the PDFs
of both v; and j; are more uniform, with greater contributions
from low-v and high-j molecules. These trends are main-
tained down to the coldest temperatures 10 000 K and 8000 K,
although statistical data noise is more evident in those cases.
The trends suggest that the relative contributions of high-v
and moderately-low-j molecules to the overall dissociation
rate become larger as the equilibrium temperature decreases.
(Panesi et al. reach a similar conclusion in their recent QCT
analysis of the N, + N — 3N dissociation reaction.>®) This
finding is further substantiated by the data in Table XI: over
the dissociating trajectories under consideration, the average
value of v; decreases and the average value of j; increases with
increasing equilibrium temperature. This trend in the average
vibrational quantum number can be explained by the fact that
if the relative translational energy in a collision is high, then
less initial vibrational energy is typically needed to induce
dissociation. Finally, note that the average value of v; over all
molecules in the reactant ensemble increases with temperature,
i.e., the trend in the average vibrational quantum number is
reversed when the average is taken over only the dissociating
trajectories instead of over the entire ensemble. These findings
illustrate the shortcomings of simple ladder-climbing models
and their variants, which assume that dissociation occurs only
from the highest vibrational level*~ or the highest few vibra-
tional levels.%’ Evidently, such assumptions become worse as
the equilibrium temperature increases and dissociation from
lower-v levels becomes more significant.

The observation that favoring of certain (v, j) states be-
comes stronger as the temperature decreases is also borne out
in Figure 9(Eq.-c). Here, we see a clear pattern: if it eventually
dissociates via a simple-dissoc event, then the molecule N(21) is
very likely to have a total internal energy &iy ; of ~10.0 eV.
This favoring becomes significantly stronger as the tempera-
ture increases. (Again, note a similar trend in the results of
Panesi et al. in their analysis of the N, + N — 3N reaction.?)
This behavior is also revealed in Table XI, where we see that
the average of gjy; over the dissociating trajectories remains
nearly constant at between 10.0 and 10.1 eV, even though the
average over all molecules in the ensemble decreases with
temperature. Note that this average is slightly more than the
dissociation energy of N,, which is 9.917 eV for the PES of
Sec. II.

Next, we turn to results from the nonequilibrium test set,
shown in Figure 9(Neq.) and in Table XII. A very different
phenomenon is seen here, as the vibrational temperature drops
from 20000 K to 8000 K while the translational-rotational
temperature is held fixed. As T, decreases, we see that there
is a greater contribution to the dissociation rate from low-v
and high-j states. The average value of v; over the dissociating
trajectories decreases, along with the average over all reactants
in the ensemble. The average value of j; over the dissociating
trajectories increases, while the average over all reactants stays
approximately constant (since T = T; is being held constant).
Both of these observations suggest that as 7, drops but T is
held fixed, there is a greater probability that the dissociating
trajectories will involve highly rotationally excited molecules.
The role of vibrational energy lessens, in the sense that there
is less of a bias for high-v states in the dissociative colli-
sions. Indeed, notice that the PDFs in Figure 9(Neq.-a) become

TABLE XII. Statistics on initial properties of the first reactant molecule N(zl) over all trajectories and over only

simple-dissoc trajectories in which N<2]> dissociates. The same conventions used in Table XI are used here. Data
are from four runs with T fixed at 20 000 K, and with 7, varied. See Figure 9(Neq.) for comparison.

T, 01 ,].] évib,l érot,l éim,l LUIJ I_]lJ I.Evib,lJ Lamt,lJ I_‘gint,IJ
20000 7.01 78.4 2.00 1.76 3.76 30.1 120.0 6.91 3.11 10.0
13000 4.01 77.6 1.25 1.79 3.04 19.0 160.0 4.69 5.53 10.2
10000 2.82 77.2 0.929 1.79 2.73 10.7 187.0 2.88 7.52 10.4
8000 2.09 76.9 0.726 1.79 2.53 5.87 202.0 1.73 8.78 10.5
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qualitatively closer to a Boltzmann distribution as 7, drops,
indicating a more uniform probability of dissociation from
any v. This suggests that when 75, < T, the assumption of
some early models that there is no preference for vibrational
energy in dissociation®? is roughly correct, if interpreted in the
context of the two-temperature model. The sharpening of the
PDFs in Figure 9(Neq.-b) with decreasing 7, also suggests
the increasingly important role of rotational energy in deter-
mining trajectory outcomes when 7, <« T'. These observations
are consistent with several earlier studies that argued that high-
J states can play an important role in the dissociation process,
particularly if there has been a depletion of vibrational energy
from the ensemble.'??:232% For example, Macheret and Rich
assert, using classical arguments, that (non-collinear) colli-
sions between rotationally excited molecules should account
for a larger fraction of all dissociation events in the 7, << T
case.?! In such a situation, rotational energy compensates for
the lack of vibrational energy in promoting dissociation.

The PDFs of total internal energy &, exhibit dramatic
qualitative changes across the nonequilibrium runs. First,
notice, from Table XII, that the average energy over the dissoci-
ating trajectories still remains very close to 10.0 eV, increasing
only by a few percent as T, decreases—a result remarkably
consistent with the data in Table XI. However, the PDF of
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€int,1 loses its sharp peak around 10.0 eV as 7, falls. There is
a broadening out of the PDF and also a notable increase in the
probability corresponding to very-high-energy (quasibound)
molecules. From Figure 9(Neq.-b) and our discussion above,
we expect those molecules to have a large rotational energy
component.

D. Energy transfer to the dissociating diatom
in simple dissociation trajectories

In Sec. V C, our focus was on the dissociating molecule
in simple-dissoc trajectories. It is also instructive to analyze its
collision partner, e.g., to study the molecule N? = N®_N®
in simple dissociation trajectories in which Nzl) = NO_N®
dissociates. Such an analysis sheds light on the energy transfer
mechanisms that cause dissociation. We will look in detail at
two cases from the equilibrium test set and two cases from
the nonequilibrium test set: a hot equilibrium case with T = Ty,
= 20000 K, a cold equilibrium case with T = T, = 10000 K,
a moderately nonequilibrium case with 7 = 20000 K and 7,
= 13000, and a strongly nonequilibrium case with 7 = 20 000
K and 7, = 8000 K.

First, consider Figure 10. PDFs are given of three different
measures of energy transfer: the change in vibrational energy
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FIG. 10. PDFs of changes in vibrational and rotational internal energies of the undissociated diatom NEZ) , 0&vib,2, and O &rg, 2, respectively, and the change
in relative translational energy 6 E; between the two atom pairs’ centers of mass, for those simple-dissoc trajectories in which N(2l> dissociates. Four cases are
represented: a hot equilibrium case in (Eq.-a), a cold equilibrium case in (Eq.-b), a moderately nonequilibrium case in (Neq.-a), and a strongly nonequilibrium
case in (Neq.-b). Temperatures for these cases are given in Table XIII.
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TABLE XIII. Statistics on energy transfer in simple-dissoc trajectories in which Ngl) dissociates. Analyzed are

the initial vibrational and rotational internal energies of the collision partner N;z), Evib,2, and &y, 2, respectively,
and the initial relative translational energy E, between the two atom pairs’ centers of mass. Also considered are the
changes in the corresponding quantities from the beginning to the end of the trajectory, denoted by 6 &yip,2, 6 Erot,2,
and 8 E,. Half-brackets | -| indicate an average over only those trajectories that result in a simple-dissoc event in

which N(zl) dissociates, i.e, | x| means an average over the probability density function f(x | simple-dissoc). Four
cases were considered at the temperatures 7" and T specified. Temperatures are in K and energies are in eV. See
Figure 10 for comparison, in which each subfigure corresponds to a row in the table as indicated.

Figures T Ty Lgvib, 2] Lgrnt, 2] LE:] L‘sgvib, 2] L(ngt, 2] [6E:]
10(Eq.-a) 20000 20000 2.04 1.89 4.45 -0.217 -0.227 -1.17
10(Eq.-b) 10000 10000 0.949 0.985 2.34 —0.0491 -0.127 —-0.656
10(Neq.-a) 20000 13000 1.33 2.11 5.23 —0.0603 -0.424 -1.62
10(Neq.-b) 20000 8000 0.773 2.40 6.39 0.174 -0.696 -2.28

of N (22), O&yib,2, the corresponding change in rotational energy,
O€rot2, and the change in relative translational energy, JE;,
between the NV-N@ and NG-N® centers of mass. (Each
of these changes is computed as the quantity in the products
minus the quantity in the reactants. Also, note that JF; is
well-defined whether or not N(Zl) is dissociated.) We imme-
diately notice that, in general, 0E; < §&or2 < J&yib,2: hotice
the differences in the PDF maximums near 6E = 0 and the
differences in the probability densities at large-magnitude
negative values. These observations are supported by numer-
ical calculations of the PDF means, presented in Table XIII.
Thus, the additional energy required for simple dissociation of
N(Zl) appears to come primarily from translation, rather than
from vibrational or rotational energy transfer from N(22) to
N
2

From Table XIII, both vibrational and rotational energy
losses from N(22) increase in magnitude when the equilibrium
temperature increases. As T, decreases while T is held fixed,
rotational energy loss increases significantly, but vibrational
energy loss decreases. In fact, in the strongly nonequilibrium
case, there is a tendency for N(zz) to gain vibrational energy
when N(zl) dissociates, a behavior we would expect in nonre-
active collisions as 7, equilibrates to 7. The magnitude of
rotational energy transfer in the strongly nonequilibrium case
is over three times larger than in the hot equilibrium case. These
trends in internal energy exchange should be noted along-
side the discussion of metathesis events in Sec. V B 2. The
trends support the claim that inelastic-partner collisions play
an increasingly important role in dissociation as T, decreases
with T fixed, although translational energy transfer remains the
dominant mechanism of dissociation.

We close this section with a reminder that, especially in the
high-temperature cases, simple-dissoc trajectories only ac-
count for a fraction of the total number of dissociative trajec-
tories. To analyze energy transfer due to all dissociation event
subtypes, a more comprehensive approach is needed. This is
the subject of Sec. V E.

E. Net changes in internal energies
in dissociating trajectories

We will examine in this section how the internal energies
in the four-nitrogen-atom system change from the reactants to

the products in dissociating trajectories. More specifically, we
will study the quantity,
68vib — si]?tr)oducts) _ siriiaclants)’ (26)

(reactants) ;¢ the sum of the vibrational internal energies

where €,

of the two reactant molecules, and s(vf.l’:’duas) is the vibrational
internal energy in the products. For this definition, the vibra-
tional energy of two dissociated atoms is zero; in the center-
of-mass frame, all of the kinetic energy of the two separated
atoms contribute to the system’s relative translational kinetic
energy. Thus, for a dissociating trajectory, a(vli);(’dum) is either
zero (for a double-dissoc event) or is the vibrational energy
of the single N, product molecule (for a simple-dissoc or a
single-dissoc-swap event). We define the quantities d&;o and
d&ine analogously to Eq. (26), for the rotational energy and the
total internal energy, respectively.

The utility of Eq. (26) lies in its generality: this quantity
can be defined for any N, + N, collision, regardless of the
dissoc event subtype or even whether or not a reaction occurs.
This is in contrast to the quantities d&yip, 2 and &y 2, analyzed
in Sec. V D. We thus hypothesize that by considering the
quantity deyjp, and its analogues, we can study (with minimal
restricting assumptions) how energy moves between different
modes in the dissociating N, gas.

Figure 11(Eq.) and Table XIV show results from our inves-
tigation of internal energy changes in the equilibrium test set.
We highlight several features. First, dissociating trajectories
tend to result in a relatively large vibrational energy loss.
A loss of about 10 eV is most likely. A loss of larger than
10 eV is extremely rare, but there is a non-negligible proba-
bility of smaller-magnitude losses. Second, these trajectories
tend to result in a relatively small rotational energy loss. A
loss of 0—1 eV is most likely, but there is a non-negligible
probability of losses up to about 10 eV. Third, there is a very
high probability that these trajectories result in a total internal
energy loss of about 10 eV, just larger than the dissociation
energy of one N, molecule. Furthermore, all three of these
trends become sharper as the temperature decreases. Thus, the
average (over dissociating trajectories) of e, increases in
magnitude and the average of d&,, decreases in magnitude
as the temperature decreases. The average of dej,, decreases
slightly from —10.2 to —11.0 eV as the temperature increases
from 8000 to 30 000 K.
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FIG. 11. PDFs of the changes in the vibrational internal energy d£yip, rotational internal energy o ror, and total internal energy 6 €in¢ from the reactants to the
products, for all dissoc trajectories. (Eq.) denotes results from five equilibrium runs; the legend in these plots indicates the temperature 7' = Ty. (Neq.) denotes
results from four nonequilibrium runs; the legend in these gives the vibrational temperature 7, while the translational temperature 7T is held fixed at 20000 K.
Note the difference in scales of the vertical axes of the (Eq.) and (Neq.) plots. Temperatures are in K.

It is instructive to compare the last column of Table XIV
with the last column of Table XI. At low temperatures, the
magnitude of the average internal energy loss | d&i, | (among
all dissociative collisions) is approximately equal to the aver-
age internal energy |&in1| of N(zl) (among simple-dissoc
collisions in which that molecule dissociates). From Table VII,
we know that dissociation at these conditions occurs almost
entirely via simple-dissoc events. Together, these observa-
tions support the claim that dissociation occurs primarily
from translational energy transfer at low-temperature thermal

equilibrium. Indeed, in a simple-dissoc trajectory with only
translational energy transfer, the internal energy of the disso-
ciating molecule’s collision partner remains unchanged; thus,
the magnitude of total internal energy loss is exactly equal
to the initial internal energy of the dissociating molecule.
Using the language of Sec. V B 2, we say that dissociation
is primarily induced via elastic-partner collisions rather than
inelastic-partner collisions.

As the equilibrium temperature increases, the magnitude
of |dein] increases slightly above | iy 1], perhaps reflecting
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TABLE XIV. Statistics on initial properties of both reactant molecules and on the total change of energy from
the reactants to the products. Three energy quantities are considered: the vibrational energy &yip, the rotational
energy &ror, and the internal energy &ipe. The six columns &yip, - - -, | £int| give properties for the total energy of the
reactants, i.e., the sum of the initial energies of the two reactant molecules. An overbar indicates an average over
the entire ensemble of trajectories. Half-brackets | - | indicate an average over only those trajectories that result in a
dissoc event, i.e, | x | means an average over the probability density function f( x | dissoc). Finally, the § symbols

J. Chem. Phys. 143, 054304 (2015)

in the three columns | &yip], - - -, | &in indicate a difference from the reactants to the products, per Eq. (26). Data
are from five equilibrium runs with 7" = T,. Temperatures are in K and energies are in eV. See Figure 11(Eq.) for
comparison.
T=T, Evib Erot Eint Levib] L&ror L&ind] L6&vib) [6&rat [O&ind
30000 5.55 4.92 10.5 9.20 6.41 15.6 —-6.78 —4.22 -11.0
20000 4.01 3.51 7.52 9.09 5.09 14.2 =7.17 -3.42 -10.6
13000 2.52 2.28 4.80 9.03 3.68 12.7 =7.76 -2.56 -10.3
10000 1.89 1.74 3.62 9.13 291 12.0 -8.16 -2.05 -10.2
8000 1.49 1.38 2.86 9.22 2.33 11.6 -8.49 -1.69 -10.2

the increasingly important role of single-dissoc-swap and
double-dissoc events in the dissociation process, as docu-
mented in Table VII. Also notice that as T = T, increases,
rotational energy loss accounts for a larger fraction of the
total internal energy loss. This is consistent with the results
in Table XI and Figure 9(Eq.), where we observed that low-
v and high-j states play a more significant role in simple-
dissoc trajectories as the equilibrium temperature increases. It
is interesting to observe, however, that the average combined
vibrational energy of the reactants in a dissociating trajectory
is between 9.0 and 9.2 eV in all cases, as shown in the fifth
column of Table XIV.

Figure 11(Neq.) and Table XV summarize results from
the nonequilibrium test set. Comparing these data with the
equilibrium results, we first notice that the shape of the PDF
of deyip changes significantly as 7, decreases with T fixed.
Indeed, the high likelihood of a large vibrational energy loss
disappears, and the peak of the PDF moves towards zero. In
fact, in the 7 = 20000 K and 7, = 8000 K case, the most
likely occurrence is a vibrational energy loss of about 0—1 eV.
Conversely, the magnitude of the loss of rotational energy
d&ror increases as Ty, decreases. The PDFs in Figure 11(Neq.-b)
broaden, with their peaks moving toward more negative energy
values. Accordingly, from Table XV, the average value of
d&yip decreases in magnitude, and the average value of deyy
increases in magnitude. The PDFs of d ;. in Figure 11(Neq.-c)
also broaden, with their peaks moving toward more negative
values, though the average of d¢&i, over the dissociating trajec-
tories remains approximately constant, ranging from —10.5 to
-10.6eV.

These observations are broadly consistent with our discus-
sion in Sec. V C. From the sixth column of Table XV, we see

that highly rotationally excited molecules play a more signifi-
cant role in the dissociation process as the vibrational tempera-
tures fall below the translational-rotational temperature. Also,
again using the language of Sec. V B 2, we see further evidence
of the importance of inelastic-partner collisions in promoting
dissociation in these nonequilibrium cases. Consider the eighth
column of Table XV and the ninth column of Table XII. In
the nonequilibrium cases, the magnitude of the average vibra-
tional energy loss |d&yip] (among all dissociative collisions)
is always slightly less than the average vibrational energy
L&vib,1] of N(zl) (among simple-dissoc collisions in which that
molecule dissociates). This was never the case for the equilib-
rium cases, and it suggests the presence of dissociative trajec-
tories with a product molecule of higher vibrational energy
than either of the reactants. This, in turn, suggests the increas-
ingly important role of internal energy exchange in these
trajectories.

F. Future work

Further research in various areas would be useful. For
example, we might re-run some tests in this paper with a PES
constructed using the second-generation local interpolating
moving least squares (L-IMLS-G2) fitting method, developed
and applied to N, in earlier work.® It has been shown to be even
more accurate than the fitting method described in Sec. II, but
it is significantly more computationally expensive.

We anticipate that the results presented here will enable
better modeling of the energy distributions in hypersonic flows
and how they are coupled with the dissociation process. The
reactant ensemble energy distributions that we discussed in
this paper were clearly idealized and are intended to serve as

TABLE XV. Statistics on initial properties of both reactant molecules and on the total change of energy from the
reactants to the products. The same conventions used in Table XIV are used here. Data are from four runs with 7'
fixed at 20000 K, and with T varied. See Figure 11(Neq.) for comparison.

T, Evib Erot Eint LavibJ I.EroIJ I.EintJ Lé‘gvibJ Léar()tj Léaind
20000 4.01 3.51 7.52 9.09 5.09 14.2 =717 -3.42 -10.6
13000 2.51 3.57 6.07 5.98 7.64 13.6 -4.60 -5.97 -10.6
10000 1.89 3.57 5.46 3.84 9.58 13.4 -2.64 -7.92 -10.6

8000 1.49 3.58 5.06 2.52 10.8 13.3 -1.42 -9.11 -10.5
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a guide to studying more realistic distributions. For example,
there is no reason to believe a priori that a real gas undergoing
vibrational relaxation will do so by moving through a series
of Boltzmann distributions of vibrational energies. Research
studying the actual time evolution of energy distributions in a
dissociating gas is underway using particle-based simulation
tools (originally developed for studying rarefied gas flows).”!
Actual distributions can also be studied by master equation
simulations.?3-26:86

VL. CONCLUSIONS

In this paper, we discussed a QCT analysis of N, + Nj
dissociative collisions under both thermal equilibrium and
nonequilibrium conditions. An improved PES was constructed
by a fit to electronic structure calculations for the Ny system.
The improvements consisted of additional quantum mechan-
ical electronic structure calculations and an improved
functional form of the fitting function that better models
long-range interactions. Trajectories were prepared based on
quantized rovibrational states of a N, molecule and on a two-
temperature model that assumes one temperature applies to the
vibrational manifold and another to the translational-rotational
manifold. In all cases, we assumed approximately Boltzmann
distributions of states for each energy mode and equilibrium
between the translational and rotational modes. A stratified
sampling strategy based on the impact parameter was used to
accelerate convergence of the Monte Carlo integrations. We
computed a total of over 2.4 x 10° trajectories over a range
of translational-rotational and vibrational temperatures. We
reported ensemble-averaged dissociation rate constants for 25
temperature combinations. Then, restricting our attention to a
set of five equilibrium runs and a set of four nonequilibrium
runs, we analyzed what subsets of trajectories contributed
to the dissociation rate constants. For those equilibrium and
nonequilibrium test sets, we examined PDFs of various quan-
tities that characterize, in dissociating trajectories, the initial
internal energies of reactant molecules and the changes in those
energies.

Several important conclusions emerged. First, we saw
that the influence of the translational-rotational temperature 7'
on the dissociation rate constant is stronger when the vibra-
tional temperature 7y is low, and vice versa. The Park two-
temperature model*>** predicts rate constants that are smaller
than our QCT results in almost all cases. Agreement is best
when both 7" and T, are low, and it is worst when either T < T,
orT, <T.

In studying contributions to the rate constants from
various trajectory subsets, we noted that the contribution of
low-impact-parameter collisions to the rate constant increases
in two different scenarios: as the equilibrium temperature
increases, or as T, decreases while T is fixed. At higher
temperatures, “swap” dissociation processes become more and
more significant; they contributed over 28% to the rate constant
in the 30 000 K equilibrium case. Even “double” dissociation
events were not completely negligible at the highest tempera-
tures. Across all cases we considered, quasibound states of N,
played a crucial role in the dissociation process, with typical
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contributions of over 58% from trajectories with at least one
quasibound reactant.

For equilibrium ensembles, we saw in Figures 9 and 11
that high-v and moderately-low-;j molecules are predominant
in the sets of dissociating trajectories, and this dominance
becomes stronger as the temperature decreases. Dissociating
trajectories tend to result in a vibrational energy loss from the
reactants of up to about 10 eV and in a smaller rotational energy
loss. (For comparison, the equilibrium dissociation energy of
the diatomic potential we used is 9.917 eV.) As the temperature
decreases, the average vibrational energy loss in a dissociat-
ing trajectory becomes larger in magnitude and less variable
(i.e., the corresponding PDF is more sharply peaked), and the
average rotational energy loss becomes smaller in magnitude
and less variable. The average total internal energy loss is
consistent at between —10.2 and —11.0 eV, and it again is
less variable at lower temperatures. Broadly, we can conclude
from these results that at equilibrium, vibrational energy plays
a more important role in dissociation than does rotational
energy in the sense that (1) there tends to be more vibrational
energy than rotational energy in the reactants of dissociating
trajectories, and (2) the change in vibrational energy from the
reactants to the products in dissociating trajectories is typically
larger than the change in rotational energy. Both biases become
stronger as T = T, decreases. Also, we found that dissociation
is induced primarily via translational energy transfer in elastic-
partner collisions.

For nonequilibrium ensembles, we analyzed a represen-
tative set of four runs with 7, < T and T fixed. As the
vibrational temperature decreases below the translational-
rotational temperature in these cases, the proportion of
high-j and low-v molecules in the dissociating trajectories
increases. In fact, we observed that when T, < T, the PDF
of the initial vibrational quantum number v; on the set of
dissociating trajectories resembles a Boltzmann distribution,
indicating a weak dependence of dissociation probability on
the vibrational level. As T, decreases while T is held constant,
the magnitude of the average rotational energy loss from the
reactants to the products in dissociating trajectories increases,
while the magnitude of the average vibrational energy loss
decreases. We can summarize these behaviors by concluding
that rotational energy plays an increasingly important energy-
providing role in promoting dissociation when there is a
decline of average vibrational energy in the gas. Even in
these nonequilibrium cases, the average total internal energy
loss from the reactants to the products remains at between
—10.5 and —10.6, values similar to those from the equilibrium
cases. Inelastic-partner collisions are more significant in these
nonequilibrium cases than in the equilibrium cases, but trans-
lational energy transfer remains the dominant mechanism of
dissociation.
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