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A quantum mechanical force field (QMFF) for water is described. Unlike traditional approaches that
use quantum mechanical results and experimental data to parameterize empirical potential energy
functions, the present QMFF uses a quantum mechanical framework to represent intramolecular and
intermolecular interactions in an entire condensed-phase system. In particular, the internal energy
terms used in molecular mechanics are replaced by a quantum mechanical formalism that naturally
includes electronic polarization due to intermolecular interactions and its effects on the force con-
stants of the intramolecular force field. As a quantum mechanical force field, both intermolecular in-
teractions and the Hamiltonian describing the individual molecular fragments can be parameterized
to strive for accuracy and computational efficiency. In this work, we introduce a polarizable molecular
orbital model Hamiltonian for water and for oxygen- and hydrogen-containing compounds, whereas
the electrostatic potential responsible for intermolecular interactions in the liquid and in solution
is modeled by a three-point charge representation that realistically reproduces the total molecular
dipole moment and the local hybridization contributions. The present QMFF for water, which is
called the XP3P (explicit polarization with three-point-charge potential) model, is suitable for mod-
eling both gas-phase clusters and liquid water. The paper demonstrates the performance of the XP3P
model for water and proton clusters and the properties of the pure liquid from about 900 × 106

self-consistent-field calculations on a periodic system consisting of 267 water molecules. The un-
usual dipole derivative behavior of water, which is incorrectly modeled in molecular mechanics, is
naturally reproduced as a result of an electronic structural treatment of chemical bonding by XP3P.
We anticipate that the XP3P model will be useful for studying proton transport in solution and solid
phases as well as across biological ion channels through membranes. © 2013 AIP Publishing LLC.
[http://dx.doi.org/10.1063/1.4816280]

I. INTRODUCTION

Critical to the success of dynamical simulations of chem-
ical and biological systems is the potential energy function
used to describe intermolecular interactions.1, 2 Because of
the importance of aqueous solution and its unique roles in
biomolecular interactions, water has been a subject of exten-
sive and continuous investigation (a review in 2002 included
a partial list of 46 water models,3 while at least two dozen
new models have appeared since that time).4, 5 An accurate
and efficient model for liquid water also serves as an anchor
for developing force fields for proteins, nucleic acids, and car-
bohydrates. Traditionally, the Lifson-type of effective, pair-
wise potentials have been used,1, 2, 6 and much effort has also
been devoted to incorporating many-body polarization effects
into such force fields.7 However, unlike the development of
pairwise potentials, there is a great deal of uncertainty in the
treatment of polarization effects, both in the choice of func-
tional form and in the associated parameters. This is reflected
in the fact that simple point charge models such as SPC,8
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TIP3P and TIP4P9 quickly emerged as the standards in the
1980s for biomolecular force fields, but no standard polariz-
able force fields have emerged although dozens of polarizable
potentials for water have been proposed.3, 4, 10 We have devel-
oped a quantum mechanical framework in which each indi-
vidual molecular fragment is treated by electronic structure
theory.11–14 Since polarization effects are naturally included
in the self-consistent field (SCF) optimization of molecular
wave functions, we call this method the explicit polarization
(X-Pol) theory.11, 14, 15 Recent studies demonstrated the feasi-
bility of X-Pol as a next generation force field for biomolec-
ular simulations,13 and encouraging results have been ob-
tained using standard semiempirical Hamiltonians.12, 16 In the
present paper we report a novel model for water, called XP3P,
based on X-Pol theory and a three-point charge representa-
tion of the electrostatic potential, as a first step in our effort
to develop a full quantum mechanical X-Pol force field for
biomolecular and materials simulations.

The present quantum mechanical force field (QMFF)
may be compared with phenomenological representa-
tions of electronic polarization in three commonly used
methods in molecular mechanics, namely induced-dipole,
Drude-oscillator, and fluctuating-charge models. In the
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induced-dipole approach,17–20 atomic polarizabilities are as-
signed to the interaction sites, typically located on, but
not limited to, atomic centers, from which induced point
dipoles, representing the total electric field of the system, are
obtained.21 A commonly used method to assign atomic polar-
izabilities is the dipole interaction model (DIM) popularized
by Applequist et al.22 and extended by Thole23 to incorporate
short-range damping functions. Remarkably, the values op-
timized in DIM are quite transferrable,24 requiring typically
one parameter per element. The Drude-oscillator model may
be considered as a point-charge equivalent of the induced-
dipole method.25, 26 Here, one or a set of point charges are
harmonically linked to a polarizable site, in which the di-
rections and distances of the Drude oscillators give rise to
the corresponding induced dipole moments. The fluctuating-
charge27–30 approach employs a chemical potential equaliza-
tion scheme, in which the instantaneous partial charges min-
imize the energy of the system. The fundamental parameters
used in the fluctuating-charge model correspond to the atomic
electronegativity and hardness that are rigorously defined in
density functional theory.31

Each of these classical methods has its advantages and
shortcomings in practice. In the fluctuating-charge model, un-
physical charge transfer effects between distant monomers
can occur. Thus, charge constraints are required. On the other
hand, the induced-dipole and the Drude-oscillator model are
difficult to use for representing molecular polarization involv-
ing a significant charge delocalization such as that across a
conjugated polyene chain and the polarization of push-pull
compounds (e.g., the crystal of p-nitroaniline). The Drude-
oscillator model has the advantage of simplicity in prac-
tice since any dynamics simulation code can be conveniently
adapted to treat polarization effects by that method.

The X-Pol method relies on the partition of a large,
condensed-phase system into molecular or submolecular
fragments (or blocks),11, 12, 15 which can be single solvent
molecules like water, amino acid residues or nucleotide bases,
small ions or enzyme cofactors, or a collection of these small
units. The wave function of each molecular fragment is de-
scribed by a Slater determinant of block-localized molecu-
lar orbitals that are expanded over basis functions located on
atoms of the fragment. The total molecular wave function is
approximated as a Hartree product of these fragmental, deter-
minant functions. Consequently, Coulombic interactions be-
tween different fragments are naturally incorporated into the
Hamiltonian, but short-range exchange repulsion, charge de-
localization (also called charge transfer) and long-range dis-
persion interactions are not explicitly treated in the quantum
chemical formalism.32–34 These effects are included and op-
timized empirically to strive for accuracy (and efficiency) in
X-Pol in the same spirit as that in force field development.
The determinantal wave function for each monomer fragment
can be approximated by wave function theory (WFT) at either
an ab initio or a semiempirical level,12, 35 the density may be
approximated by density functional theory (DFT),35, 36 or one
can combine levels of theory,37 but in this paper we use only
semiempirical wave function theory. Although the present
work involves only water, we note that the X-Pol theory can
be used to model electronic polarization involving conjugated

systems and significant charge delocalization contributions,38

and the X-Pol model is also a reactive force field for model-
ing systems involving bond-forming and bond-breaking pro-
cesses.

Semiempirical methods employing neglect diatomic dif-
ferential overlap (NDDO)39 are especially suited for QMFF
development because of their computational efficiency. How-
ever, most such semiempirical models were not optimized
to describe intermolecular interactions that are essential for
modeling condensed-phase systems.40–43 Part of the prob-
lems has been remedied through the incorporation of empir-
ically damped dispersion functions.44–49 Another important
deficiency of many semiempirical models for treating non-
bonded interactions is that molecular polarization is system-
atically underestimated. Recently, we have introduced a polar-
ized molecular orbital (PMO) alternative,49–51 in which a set
of p-orbitals are added to each hydrogen atom.52 It was found
that the computed molecular polarizabilities for a range of
compounds containing hydrogen, carbon, and oxygen are sig-
nificantly improved.49, 51 Employing this strategy, we report
here a parametrization of the PMO model for water (PMOw),
which can be used in X-Pol for liquid simulations.

In the following, Sec. II summarizes the PMO parame-
terization for water and the development of the XP3P model
liquid water. Computational details are given in Sec. III. In
Sec. IV, we present results and discussion. Section V con-
cludes the paper with a summary of major findings.

II. METHOD

The X-Pol quantum mechanical force field is designed
to model condensed phase systems with or without bond-
forming and bond-breaking processes. Thus, the X-Pol
method can be used as a general-purpose force field in dy-
namics simulations of solvated proteins or as a reactive force
field to model chemical reactions in solutions and in enzymes.
In this section, we first describe the quantum chemical model
designated as PMOw for water and compounds containing
oxygen and hydrogen atoms. The acronym PMO is used to de-
scribe the general semiempirical model in which, in addition
to a minimal basis set, a set of p-orbitals is added to hydro-
gen atoms.49, 51 Then, we highlight its incorporation in X-Pol,
called the XP3P model, for simulation of liquid water.

II.A. Polarized molecular orbital model for water

The PMOw model is a new parameterization of the PMO
method,49 which is based on the MNDO formalism53 with
three key enhancements. First, a set of diffuse p-type basis
functions is added on the hydrogen atoms.50 This greatly im-
proves the quality of the computed molecular polarizabili-
ties and hence the treatment of hydrogen bonding interac-
tions. Second, a damped dispersion function, following the
work of Tang and Toennies in wave function theory54 and
Grimme in density functional theory,55 is included as a post-
SCF correction to the electronic energy. In the present imple-
mentation, we have adopted the method and parameters pro-
posed by Hillier and co-workers in the PM3-D method.44–46
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TABLE I. Semiempirical parameters for H and O Atoms in the PMOw
model.

H O

Uss (eV) − 11.15043 − 111.86028
Upp (eV) − 7.35459 − 78.64105
βs (eV) − 6.88125 − 25.57063
βp (eV) − 3.52628 − 31.90404
ζ s (bohr−1) 1.17236 3.05303
ζ p (bohr−1) 1.05333 3.12265
α (Å−1) 3.05440 3.76880
gss (eV) 12.73667 17.36659
gsp (eV) 8.04688 13.37288
gpp (eV) 6.98401 14.78196
gpp′ (eV) 10.65161 13.49319
hsp

a (eV) 1.92149 4.42643

aThe derived parameter, hpp, is determined from gpp and gpp′ and has been set to a
minimum value of 0.1 eV as implemented in the MOPAC program, hpp = max{0.1 eV,

(gpp − gpp′ )/2}.

The inclusion of the damped dispersion terms further im-
proves the description of intermolecular interactions and the
performance of PMO on small molecular clusters.44–47, 49, 51

Third, the PMOw model is parameterized for general applica-
tions to a specific class of compounds (see Sec. IV.A for the
set of parametrization data), and the optimization targets in-
clude molecular polarizabilities and non-bonded interactions
as well as other properties used in the traditional semiem-
pirical parameterization.49 The parameters presented here are
optimized for compounds containing oxygen and hydrogen
atoms, especially for studying liquids, aqueous solutions, and
proton transport. We note here that, in the same way that
atoms are assigned types in molecular mechanics, the param-
eters for oxygen and hydrogen atoms in functional groups
other than water (e.g., peptide bonds) need not be restricted
to the same as used for such atoms in water. This departs
from the philosophy that has usually been used in semiem-
pirical methods,56, 57 in which general atomic parameters are
used for all functionalities.

In the MNDO formalism,53, 58 there are 12 atomic param-
eters for each element, and the PMOw values for water and
other compounds containing oxygen and hydrogen are listed
in Table I. These values are similar in many respects to the
PMOv1 model introduced previously,49 but they result from a
new parametrization presented below. Three exceptions were
made to the MNDO functional forms because of the addition
of diffuse p basis functions on hydrogen atoms,49 and they are
listed as follows:

1. For the resonance integral involving p orbitals on hydro-
gen, the following conventions are used:

βHH
lp = 0, (1a)

βOH
lp = βO

l + βH
p

2
SlpAlpeκlpROH , (1b)

where l is the angular momentum quantum number, hav-
ing the values of 0 (s orbital) and 1 (p orbital), and the
subscript p denotes a p-orbital on hydrogen. Notice that
Eq. (1b) is slightly different from the expression used in

TABLE II. Additional semiempirical parameters for oxygen and hydrogen
in the polarized molecular orbital model and the Lennard-Jones parameters
in explicit polarization model for liquid water.

Parameter Value

Asp 0.03000
App 0.15000
B 1.00000

κsp (Å−1) 0.47069
κpp (Å−1) 0.47069
λ (Å−2) 1.10000

α̂H (Å−1) 2.52552
α̂O (Å−1) 3.03253

ζHH (bohr−1) 1.28000
ζOO (bohr−1) 2.76400

σH (Å) 0.800
σO (Å) 3.225

εH (kcal/mol) 0.05
εO (kcal/mol) 0.15

Ref. 49, in which the exponential function is absent. In
Eq. (1b), βO

l and βH
p are standard MNDO-type param-

eters, Alp and κlp are additional parameters introduced
in PMO, and ROH is the distance between oxygen and
hydrogen atoms. Slp in Eq. (1b) is an overlap integral
(〈Ol|Hp〉) between oxygen and hydrogen Slater-type or-
bitals using the parameters listed in Table I, but specific
exponents, ζ OO and ζ HH, are used for H–H and O–O
pairs, respectively, in PMOw.

2. In standard MNDO,53, 58 the nucleus-electron attraction
integral, HA

μν , between electronic charge density on atom
A and nucleus B is evaluated on the basis of the two-
electron repulsion integral, 〈μAνA|sBsB〉.59 In PMOw, if
both A and B are hydrogen atoms, for a distribution of p
orbitals (pp′), this is screened as follows:

H H
pp′ = [

1 − Be−λR2
HH′

](
H H

pp′
)

MNDO. (2)

3. For the homonuclear core-core repulsion
integrals,49, 53, 58 the standard values for αO and αH are
replaced by α̂O and α̂H . Note that αO and αH are used
as in standard MNDO for core-core repulsion integrals
between oxygen and hydrogen atoms.

The parameters in the standard MNDO formalism53

(Table I) and the additional parameters (Table II) described
above were adjusted by iterative optimization using a genetic
algorithm for some of the systems and properties listed in
Table S1 in the supplementary material.149 In comparison
with the results in Ref. 49, the present parameter set further
improves the calculated molecular polarizability and dipole
moment of water in the gas phase as well as the binding en-
ergy and dipole moment of water dimer (Table III).

II.B. Explicit polarization theory

In X-Pol,11, 12, 15 the system is partitioned into molecular
or submolecular fragments, in which the total wave function
of the system is assumed to be a Hartree product of the de-
terminant wave functions of the individual fragments. In the
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TABLE III. Computed equilibrium properties for water monomer and dimer from different polarizable water
models and ab initio MP2/(CBS) with CCSD(T) corrections along with experimental data.

PMOw XP3P AMOEBA POL5.TZ Ab initio Expt.99

H2O AE (kcal/mol) 233.0 233.0 229.3100 232.2
IP (eV) 13.20 13.20 12.42 12.68
r (Å) 0.955 0.957 0.957 0.957 0.9589103 0.9572
θ (deg) 104.6 104.5 108.5o 104.5 104.16103 104.52
α (Å3) 1.27 1.27 1.41 1.29 1.45102 1.45
qH (e) 0.16 0.34 0.26 0.35 N/A
qO (e) − 0.31 − 0.67 − 0.52 − 0.70 N/A
μ (debye) 1.88 1.88 1.77 1.85 1.84102 1.8676

(H2O)2 �Eb − 5.1 − 5.2 − 4.96 − 4.96 − 5.077 −5.44
ROO 2.89 2.90 2.89 2.90 2.92 2.98
α 6.2 1.3 4.2 4.7 4.8 −1 ± 10
φ 115 165 123 117 125 123 ± 10
〈μmol〉 2.10 2.16
μ 2.39 3.85 2.54 2.44 2.65 2.64

present case, each fragment is simply a single water molecule,
and the overall wave function is

 =
N∏

a=1

�a, (3)

where N is the number of fragments in the system, and �a is
a Slater determinant of doubly-occupied molecular orbitals
(MOs) block-localized on molecule (fragment) a. The ap-
proximation of Eq. (3) implies neglect of the short-range ex-
change repulsion33 and long-range dispersion interactions60

between different fragments, which are corrected empirically
below.11, 12, 15 Use of Eq. (3) reduces the computational costs,
allowing molecular dynamics and Monte Carlo simulations
to be carried out for large systems efficiently with sufficient
sampling.12, 13

The effective Hamiltonian of the system is given by

H =
N∑

a=1

Ho
a + 1

2

N∑
a=1

N∑
b �=a

Hab, (4)

where Ho
a is the electronic Hamiltonian of fragment a in the

gas phase and Hab represents the effective interactions be-
tween molecules a and b:

Hab(ρb) = −
M∑
i=1

Vi(ρb) +
Q∑

A=1

Za
AVA(ρb) + EXD

ab , (5)

where M is the number of electrons and Q is the number of
atoms in fragment a, Za

A would be the nuclear charge of atom
A of fragment a if all electrons were treated explicitly but here
it is the core charge since 1s electrons of oxygen atoms are in
the core, and EXD

ab is the exchange-dispersion correlation en-
ergy. The electrostatic potential Vx(ρb), either at the electronic
(x = i) or at the nuclear (x = A) position, due to the instanta-
neous charge density of fragment b is given by

Vx(ρb) = −
∫

ρb(r)dr
|rx − r| +

Q∑
B=1

Zb
B∣∣rx − Rb

B

∣∣ . (6)

Here, ρb(r) is the electron density of fragment b de-
rived from the corresponding wave function �b (or Kohn–
Sham Slater determinant),11, 12 and Rb

B denotes the nuclear
coordinates.

We define the total interaction energy of a condensed
phase system by

Etot = 〈|H |〉 −
N∑

a=1

〈
�o

a

∣∣Ho
a

∣∣�o
a

〉
. (7)

The energy defined in Eq. (7) corresponds to the total energy
of the condensed-phase system relative to that of infinitively
separated fragments. Since all molecules are identical in pure
liquid water in the present study, the last summation term in
Eq. (7) is simply NE o

a with Eo
a = 〈�o

a |Ho
a |�o

a 〉 being the en-
ergy of an isolated monomer. It is often useful for interpretive
purposes to consider the dimeric interaction energies between
two fragments even for a potential that includes many-body
polarization effects as in the present X-Pol potential. To this
end, we define the interaction energy between fragments a
and b by12

Eab = 1

2
(〈�a|Hab|�a〉 + 〈�b|Hba|�b〉). (8)

The two terms in Eq. (8) corresponds to a embedding in b
and b embedding in a, respectively, both in the presence of
the rest of the system, and they are not always numerically
equivalent in practice11 even though they describe the same
intermolecular interactions. The definition of Eq. (8) ensures
that Eab = Eba.

The exchange-dispersion correlation energy can be incor-
porated with an explicit density dependent term and added to
the Fock operator as described in the work of York and co-
workers.32, 61 Alternatively, the damped dispersion term that
is an intrinsic part of the PMOw model can be used with
the addition of a repulsive potential. Here, in the spirit of
simplicity for a force field, we adopt a Lennard-Jones poten-
tial to approximate the remaining energy contributions11, 12, 15

not included in the PMOw electronic structure method.49

(Thus there are two R−6 terms, one in PMOw for
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intrafragment interactions and one in the Lennard-Jones term
associated with interfragment interactions.) The Lennard-
Jones term introduces two empirical parameters per atom
type:

EXD
ab =

Q∑
A

Q∑
B

4εAB

[(
σAB

RAB

)12

−
(

σAB

RAB

)6
]

, (9)

where εAB and σ AB are obtained from the geometric
mean of atomic parameters such that εAB = (εAεB)1/2

and σ AB = (σ Aσ B)1/2. These parameters are also listed in
Table II.

II.C. The XP3P model for liquid water

The electrostatic potential (ESP) in Eq. (6) can be deter-
mined explicitly by evaluating the associated one and two-
electron integrals in SCF calculations. However, this would
have not saved much computational time, and would have
missed the point of developing a fragment-based technique
in electronic structure calculations. As we have proposed
previously,11, 15, 35 it is desirable to employ a more computa-
tionally efficient method to approximate the external potential
Vx(�b). In the present application to liquid water, we use a
simple, three-point-charge approximation to Vx(�b). Conse-
quently, we call this X-Pol potential with three-point charges
for water the XP3P model.

Several methods based on atomic partial charges for ap-
proximating the quantum external potential were described
originally for the X-Pol potential,11, 12 and some of them
were adopted later in other fragment-based molecular orbital
models.62 Although the use of atomic charges obtained from
fitting the quantum mechanical Vx(�b) has been successfully
used in several molecular mechanics force fields,63, 64 it is
known that the ESP-fitting method sometimes yields unrea-
sonably large partial charges on structurally buried atoms.65

In addition, large variations could occur as a result of struc-
tural fluctuations to expose buried atoms during a dynam-
ics simulation. A general approach is the multi-center mul-
tipole expansion of the quantum mechanical ESP,66 and this
method has been used in the effective fragment potential
model;67 multi-center multipolar representations could also
be used with X-Pol.68 A conceptually simple alternative
is to use atomic charges derived from a population analy-
sis such as the Mulliken or Löwdin population method.69

When used with small, well balanced basis sets, the Mul-
liken or Löwdin charges can provide a good representation
of the relative atomic electronegativity and they are compu-
tationally efficient. Scaled Mulliken population charges have
been used and shown to be effective in statistical mechani-
cal Monte Carlo simulations of liquid water using an explicit
QMFF.12

Another way of approximating the external potential
for intermolecular interactions is to employ partial atomic
charges that are mapped from the density matrix to repro-
duce experimental dipole moments (in contrast to ESP fit-
ting). This has been called a class IV charge model, and it
can be parametrized to show good consistency for a variety

of electronic structure methods and basis sets.70, 71 Alterna-
tively, partial atomic charges can be derived to rigorously re-
produce the molecular moments to any order of accuracy from
a Lagrangian multiplier procedure. Following the method pro-
posed by Thole and van Duijnen72 and extended by Swart and
van Duijnen,73 we applied the Lagrangian multiplier approach
to semiempirical methods,74 which are known to yield excel-
lent molecular dipole moments in comparison with experi-
ments. In this approach, both the total molecular dipole mo-
ment and the local atomic hybridization contributions of the
approximate NDDO wave function are reproduced exactly. In
the present implementation, we preserve the total and local
molecular dipole moments. In addition, we included in the
procedure the capability to reproduce experimental molecu-
lar polarizability and its atomic decomposition according to
the dipole interaction model.74 We called this method the
dipole preserving and polarization consistent (DPPC) charge
model.74

Specifically, the DPPC charge has two contributions, the
Mulliken population charge qMP

A and the residual charges
�qB

A due to preservation of atomic s and p hybridization
dipole moments:74

qDPPC
A = qMP

A +
Q∑

B=1

�qB
A , (10)

where the residual charge �qB
A on atom A due to the con-

straint that the residual moment is identical to the atomic hy-
bridization contribution from atom B:

μ
hyb

B = −(Psp)B · DB =
Q∑

A=1

�qB
A RA, (11)

where (Psp)B is a diagonal matrix with the densities P B
spx

, P B
spy

,

and P B
spz

, on atom B, DB is the corresponding dipole inte-
gral, and RA denotes the coordinates of atom A. The residual
charges �qB

A that reproduce the hybridization component of
molecular dipole moment, μ

hyb

B , are predominantly localized
on atoms closest to atom B. Since the molecular dipole mo-
ment is determined from

μQM =
Q∑

A=1

qMP
A RA +

Q∑
B=1

μ
hyb

B (12)

in semiempirical methods employing the NDDO
approximation,75 it is clear that the atomic charges given
in Eq. (10) reproduce exactly the full quantum mechan-
ical dipole moment and the local, atomic hybridization
contributions:

Q∑
A=1

qDPPC
A RA = μQM. (13)

The residual charges depend on geometry and atomic elec-
tronegativity, and an expression for them was given in
Ref. 74. The advantage of using the DPPC charges over the
ESP-fitted ones is that local properties of the dipole integrals
are explicitly accounted for and fully utilized to generate the
partial atomic charges. The method to generate DPPC charges
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is applicable both to neutral and ionic molecules, independent
of the origin of coordinates.74

III. COMPUTATIONAL DETAILS

The parameterization of the PMOw model was carried
out by iterative optimization using a genetic algorithm that
has been detailed in Ref. 49. The PMOv1 set of parame-
ters overestimated the dipole moment of water (2.19 D) and
underestimated the interaction energy for the water dimer
(4.7 kcal/mol) in comparison with the target values of 1.85 D
from experiment76 and 5.0 kcal/mol from CCSD(T) and
MP2/(CBS) calculations.77 The PMOw parametrization im-
proves these quantities for application to water and its ions.

Statistical mechanical Monte Carlo simulations were per-
formed on a system consisting of 267 water molecules in a
cubic box, employing the PMOw Hamiltonian. Based on pro-
cedures described previously,12, 16 periodic boundary condi-
tions were used along with the isothermal-isobaric ensemble
(NPT) at 1 atm and temperature ranging from −40 to 100 ◦C.
As in the development of other empirical potentials includ-
ing the successful SPC,8 TIP3P, and TIP4P models9 and the
polarizable AMEOBA,10 SWM4-NDP26 and POL5/TZ78 po-
tentials for water (and many other water models not explicitly
compared in this paper), the parameterization was performed
only at 25 ◦C. The XP3P model based on the PMOw Hamilto-
nian has four Lennard-Jones parameters, εO, εH, σ O, and σ H.
We have kept the εH and σ H values used in a previous X-Pol
simulation of liquid water with the AM1 Hamiltonian (called
the MODEL potential for water), and we made small adjust-
ments of the other two values (3.24 Å and 0.16 kcal/mol)12 to
reproduce the liquid density and heat of vaporization within
1% of the experimental values at 25 ◦C. In the parameteriza-
tion stage, spherical cutoff with a switching function between
8.5 Å and 9.0 Å based on oxygen-oxygen separations was
employed, and a long-range correction to the Lennard-Jones
potential was included. (The SPC and TIP3P/TIP4P models8, 9

and later the TIP5P model79 were also developed using cut-
off distances, which were as small as 7.5 Å with a box of
125 or 216 water molecules.) Although it is possible to use
Ewald sums to treat long-range electrostatic interactions,80

we have not used the particle-mesh Ewald implementation in
the present Monte Carlo calculation. In Monte Carlo simula-
tions, new configurations were generated by randomly trans-
lating and rotating a randomly selected water molecule within
ranges of ±0.13 Å and ±13o. In addition, the volume of the
system was changed randomly within the limit of ±150 Å3

on every 550th attempted move, and the coordinates of oxy-
gen atoms were scaled accordingly. (Note that in the Monte
Carlo calculations, the waters are rigid, so the hydrogen po-
sitions also adjust when the oxygen positions are adjusted.)
These options were slightly adjusted to maintain an accep-
tance rate of about 45% at each temperature in the Metropo-
lis sampling. In each simulation, at least 5 × 106 configura-
tions were discarded for equilibration, which was followed
by an additional 1 × 107 to 1.1 × 108 configurations for
averaging. About 6 × 106 configurations can be executed
per day on a 6-core Intel Xeon X7542 Westmere processor
at 2.66 GHz.

The XP3P model was further examined in molecular dy-
namics simulations for 500 ps in the NVT ensemble, us-
ing the Lowe-Andersen thermostat81, 82 and a volume fixed
at the average value from the Monte Carlo simulation; the
number of water molecules in the dynamics simulations was
also 267. The monomer geometries were enforced by the
SHAKE/RATTLE procedure.83 Although long-range electro-
static interactions can be computed using the particle-mesh
Ewald summation that has been extended for the X-Pol
potential,80, 84 we have used 9.0 Å cutoff in the present study.
The velocity Verlet integration algorithm was used with a 1fs
time step.

The total energy of the system was obtained from
fully converged wave functions for each water molecule
for each microscopic configuration, although different pro-
cedures were utilized in the Monte Carlo sampling and in
molecular dynamics simulations. In Monte Carlo, an initial
set of DPPC charges, derived from an initial guess of the X-
Pol wave function, e.g., that from the previous configuration
(with random perturbation to some randomly selected ele-
ments in the density matrix), are incorporated into the Fock
matrix in terms of one-electron integrals (as in combined
QM/MM schemes) in the subsequent iteration step during
the self-consistent field (SCF) optimization. Then, a new set
of orbital coefficients is obtained to generate updated DPPC
charges for the next iteration until the electronic energy is
converged to 5 × 10−5 eV for each monomer and to 10−5

for the partial atomic charges (in atomic units) between con-
secutive iterations. In Monte Carlo simulations, the Fock op-
erator is constructed analogously to a combined QM/MM
scheme,85 which is not fully variational with respect to the
change of the charge density; the external potential does in-
corporate the complete electrostatic effects in a self-consistent
manner.11, 12 The procedure is efficient in Monte Carlo simu-
lations since the electronic integrals are not required from all
other molecular fragments, and it does not pose problems be-
cause gradients are not needed. This is the method proposed
in the original development of the method for Monte Carlo
calculations,11, 12 and it was used a few years later in the frag-
ment molecular orbital model of Kitaura and co-workers.86

For molecular dynamics simulations, a fully variational Fock
operator for each monomer was used in which the external po-
tential consists of contributions both from the DPPC charges
and the explicit electron densities of all other fragments.14, 35

Here, analytic gradients can be directly obtained from the op-
timized X-Pol wave function. In molecular dynamics simula-
tions, the criteria for energy and density conversion were set
as 10−9 eV for energy and 10−6 for density matrix elements.
The average energy difference from the two approaches in
Monte Carlo and molecular dynamics is less than 1.5% in the
computed heat of vaporization.

The Monte Carlo simulations were performed using the
MCSOL program for X-Pol simulations,87 while molecular
dynamics simulations were carried out using a newly devel-
oped X-Pol program88 written in C++ which has been in-
terfaced both with CHARMM89 and NAMD.90 All ab initio
electronic structure calculations were performed using
GAUSSIAN 09.91 All calculations were run on a constellation
of clusters at the Minnesota Supercomputing Institute.
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IV. RESULTS AND DISCUSSION

IV.A. Gas-phase properties

Properties for the optimized water monomer and dimer
using the PMOw and XP3P models are listed in Table III
along with experimental data and the results from two em-
pirical polarizable potentials that have been examined by
Ren and Ponder.10 The PMOw parameters were optimized
against experimental or high-level ab initio data for a series
of small molecules containing hydrogen and oxygen atoms
(supplementary material149), including the properties listed
in Table III. In particular, the computed atomization energy
(233.0 kcal/mol) and dipole moment (1.88 D) for water from
PMOw agree with the corresponding experimental data that
have been summarized in Ref. 49 (232.6 kcal/mol and 1.85
D, respectively). The Mulliken population charges from the
PMOw wave function and the DPPC charges used in the
XP3P potential are also listed in Table III; the latter yields
exactly the same molecular dipole moment as that from the
QM calculation. An important quantity critical to describing
hydrogen-bonding interactions is the molecular polarizabil-
ity, which also shows good agreement with experiment (a de-
viation of 14%). This represents a major improvement over
all previous NDDO-based models, which typically have er-
rors more than 60% for water. Nevertheless, a question arises
on whether or not the somewhat smaller polarizability would
affect liquid properties. To address this issue, it is interest-
ing to consider polarizable potential functions for water, in
which the experimental gas-phase electrostatic properties are
not always enforced. This is illustrated by the use of smaller
molecular polarizabilities in these empirical force fields, and
this was justified as to reflect the relatively larger electric field
than the mean field of the bulk due to the highly inhomo-
geneous environment in the first solvation shell;92 for exam-
ple, polarizabilities are set to 1.41, 1.29, and 0.98 Å3 in the
AMOEBA,10 POL5/TZ10, 78 and SWM4-NDP26 models, re-
spectively, all of which yield similar heats of vaporization and
similar densities of liquid water at ambient conditions.

The optimized bond length and bond angle for water are
0.9552 Å and 104.61o using PMOw; these values are in ex-
cellent agreement with the experimental values of 0.9572 Å
and 104.54o.93 Thus, either the optimized or the experimen-
tal monomer geometry can be used in the XP3P potential for
liquid simulations discussed below. The change of the molec-
ular dipole moment with geometry variation for the water
monomer has an intriguing nonlinear dependence, which is

SCHEME 1. Illustration of the angle between the molecular dipole moment
derivative and the O–H bond vector in water monomer. Experimental values
are given first, followed by the PMOw results in parentheses.

FIG. 1. Potential energy profiles for a water dimer at the hydrogen bonding
configuration from the PMOw (black) and the XP3P (blue) models for water
along with CCSD(T) results (red). Definition of the geometrical parameters
listed in Table III are given in the structure shown as inset in the upper right-
hand corner. The CCSD(T) results are obtained with the aug-cc-pVDZ basis
set on fully optimized geometries at various fixed O–O distances. Studies
have shown that extrapolation to the complete basis set limit from the current
size does not affect the computed energies by more than 0.2 kcal/mol.101 All
other geometric parameters are optimized.

not correctly reproduced in nearly all polarizable and non-
polarizable potentials for water, except the TTM2-F model94

that was specifically fitted with a function to reproduce an ac-
curate ab initio dipole moment surface.95 This is illustrated in
Scheme 1, which shows that the dipole derivative with respect
to an O–H stretch, ∂μ/∂ROH, lies significantly outside of the
two O–H bonds of water. An angle of �θ = 22.8o was ob-
tained based on the vibrational absorption intensities.94, 96, 97

For comparison, the present PMOw model yields a value of
�θ = 17.1o, in reasonable agreement with experiment. This
is encouraging since this information was not included in the
PMOw parametrization process; it is purely a result of the
qualitatively correct treatment of chemical bonding interac-
tions in the present quantum mechanical model.

The potential energy profile for the water dimer along
the O–O separation is illustrated in Figure 1, and the com-
puted binding energies from PMOw and the XP3P potential
are −5.1 and −5.2 kcal/mol, respectively, slightly greater than
the best estimate of −5.0 kcal/mol from ab initio calculations
using MP2/(CBS)+� CCSD(T) with the 6-311++G(d,p)
basis set,77 but somewhat smaller than an estimated value
(−5.4 kcal/mol) based on measured molecular vibrations.98

For comparison, both the POL5/TZ78 model and the
AMOEBA model yield a binding energy of −5.0 kcal/mol.10

The equilibrium structures optimized using the full PMOw
Hamiltonian and the fragmental XP3P potential are listed in
Table III.99–103 The O–O distances from the PMOw and XP3P
models agree well with those from POL5/TZ and AMOEBA,
which yield 2.89 Å and with the ab initio value of 2.91 Å.77

Ren and Ponder found that the flap angle θ (the flap angle
is defined as the angle between the C2 axis of the hydro-
gen bond acceptor monomer and the O–O distance vector,
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TABLE IV. Computed and experimental properties for water clusters. The angle 〈φ〉 is the average O. . . H–O
angle of the hydrogen bonds in a given cluster.

PMOw XP3P POL5/TZ10 AMOEBA10 Ab initio77, 104 Expt.

Trimer cyclic �Eb − 14.8 − 15.7 − 13.4 − 15.3 − 15.8
〈ROO〉 2.87 2.77 2.90 2.81 2.81 2.845
〈φ〉 105.1 125.6 151.5 110.4 152
〈μmol〉 2.14 2.46 2.22 2.29 2.3
μ 1.19 0.01 1.21 1.09 1.07

Tetramer cyclic �Eb − 27.5 − 28.9 25.5 27.7 − 27.4
〈ROO〉 2.74 2.68 2.769 2.76 2.75 2.79
〈φ〉 116.5 145.9 168.0 121.6
〈μmol〉 2.22 2.71 2.47 2.55 2.6
μ 0.0 0.0 0.0 0.0 0.0

Pentamer cyclic �Eb − 35.7 − 39.7 34.1 36.5 − 35.9
〈ROO〉 2.73 2.66 2.74 2.76 2.73 2.76
〈φ〉 126 159 176 132
〈μmol〉 2.26 2.82 2.57 2.64 2.7
μ 1.17 0.02 1.19 0.92 0.93

Hexamer cyclic �Eb − 43.3 − 49.0 41.8 44.8 − 44.3
〈ROO〉 2.72 2.65 2.74 2.75 2.72 2.76
〈φ〉 130 167 179 139
〈μmol〉 2.28 2.86 2.62 2.70 2.7
μ 0.0 0.0 0.02 0.0

Hexamer prism �Eb − 47.8 − 44.4 41.9 45.9 − 45.3
〈ROO〉 2.84 2.76 2.79 2.80 2.86
〈φ〉 121.0 128.7 123.1
〈μmol〉 2.24 2.72 2.52 2.60
μ 2.40 3.29 2.91 2.57 2.70

Hexamer cage �Eb − 47.8 − 45.2 41.8 45.9 − 46.0
〈ROO〉 2.80 2.76 2.78 2.80 2.83 2.82
〈φ〉 118 126 121
〈μmol〉 2.22 2.72 2.49 2.58 2.6
μ 2.05 2.01 2.44 2.16 1.90 1.82–2.07104

Hexamer book �Eb − 46.2 − 48.3 42.5 45.8 − 45.8
〈ROO〉 2.75 2.70 2.79 2.78 2.78
〈φ〉 121 144 127
〈μmol〉 2.24 2.79 2.55 2.63
μ 2.40 2.22 2.45 2.29

Octamer �Eb − 77.7 − 69.5 − 72.6a

〈ROO〉 2.74 2.72 2.81
〈φ〉 163 164 163
〈μmol〉 2.20 2.86
μ 0.0 0.0 0.0

aMP2/(CBS) limit, see Ref. 101.

depicted in the inset of Figure 1) is dependent on the monomer
quadrupole moment, and that it was necessary to use explicit
quadrupole terms in the AMOEBA model to yield a flap angle
in agreement with the ab initio results. The results on the flap
angle in the water dimer from the PMOw and XP3P models
are also good, and the small tilt angle, α, from the hydrogen
bond donor is also predicted. However, the large flap angle
is not preserved in the XP3P model. The structures and ener-
gies on other stationary points of water dimer are given in the
supplementary material.149

Small water clusters (Figure S1), including the cyclic
configurations of the trimer, tetramer, and pentamer, four con-
figurations of the hexamer, and the cubic D2h arrangement
of the octamer have been examined (Table IV). All clusters

were fully optimized with PMOw using the conjugated gra-
dient method with NAMD.88, 90 A configuration was consid-
ered optimized when its gradient norm fell below 0.5 kcal
mol−1 Å−1. The best theoretical estimates for these systems
are from the work of Bryantsev et al., who performed single-
point MP2/(CBS) along with a CCSD(T) correction (simply
called CCSD(T) results in this discussion) at the B3LYP/6-
311++G(2d,2p) optimized structures.77 As in the work of
Ren and Ponder,10 we list in Table IV the total binding en-
ergies, the average O–O distances (ROO), average O. . . H–
O hydrogen bond angles (〈φ〉), and the total (μ) and aver-
age monomer (〈μmol〉) dipole moments. Of all water clusters,
the average monomer dipole moments from the POL5/TZ
and AMOEBA models10 fall between the values computed
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H+(H2O)6 (IV)  

SCHEME 2. Optimized geometries of H+(H2O)n clusters from PMOw.

using the PMOw and the XP3P method, and the trends
are in accord with that estimated by Gregory et al.104 us-
ing a portioning scheme for the electron density. Over-
all, the computed binding energies rom PMOw and XP3P
methods are in good agreement with the CCSD(T) results,
with root-mean-square (RMS) deviations of 1.2 and 2.4
kcal/mol, respectively. The performance of the AMOEBA
force field is excellent, whereas the POL5/TZ model slightly
underestimates the binding energies.10, 78 For the hexam-
ers, the ordering of relative stability is cage > book
> prism > cyclic from CCSD(T), and cage = prism > book
> cyclic from PMOw. For comparison, the ordering from the
MP2/CBS+�CCSD(T) calculations with 6-311++G(d,p)
basis77 and AMOEBA optimizations is prism > cage > book
> cyclic.10 In any event, the three non-cyclic structures of the
water hexamer are energetically similar in binding, whereas

the cyclic configuration is noticeably less stable than the other
three.

We have also examined several configurations of micro-
solvated proton H+(H2O)n, where n = 2, 3, 4, and 6
(Scheme 2). Depicted in Figure 2 are the potential energy
profile for a proton migration between two water molecules
at fixed O–O distances of the global minimum Rmin (OO),
Rmin (OO)+ 0.2 Å, and Rmin (OO)+ 0.4 Å from PMOw,
MP2/aug-cc-pVDZ, B3LYP/aug-cc-pVTZ, and M06-2X/aug-
cc-pVTZ optimizations. The equilibrium structure has an
Rmin (OO) separation of 2.46, 2.40, 2.41, and 2.39 Å, re-
spectively, from these theoretical models. With a basis set
comparable to aug-cc-pVDZ, the MP2 results on these pro-
ton clusters are very close to CCSD(T)-F12 results with
jun-cc-pVTZ basis.105 The PMOw O–O distance is about
0.05 Å longer than the MP2 result, while DFT values are in
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FIG. 2. Potential energy profile for H5O2
+ in the gas phase as a function

of the proton transfer coordinate , defined as the distance from the mid-point
between the two oxygen atoms, (a) at the minimum geometry , (b) at a fixed
O–O separation of Å, and (c) at a fixed O–O distance of Å from PMOw
(black), and CCSD(T)/aug-cc-pVDZ (red) calculations. Geometries were op-
timized with fixed O–O distances.

close agreement with MP2. In all cases, the proton is essen-
tially symmetrically located between the two water molecules
(Figure 2(a)). A small barrier appears when the O–O distance
is stretched by 0.2 Å. The PMOw model yields a barrier of 1.9
kcal/mol, compared to 1.9, 1.4, and 1.3 kcal/mol from MP2,
B3LYP, and M06-2X. Further stretching the O–O distance to
Rmin (OO)+ 0.4 Å increases the barrier heights to 7.9, 7.5,
6.7, and 6.9 kcal/mol, respectively. There are numerous stud-
ies of proton-water clusters and proton transfer barriers with
a variety of computational methods;105–108 a thorough com-
parison with earlier studies is beyond the scope of the present
work.

The binding energies between additional water molecules
and H5O2

+ are listed in Table V, along with the MP2/aug-
cc-pVDZ results. Overall, the agreement is good, with a
mean-signed deviation of 1.6 kcal/mol. Note that uncon-
strained optimization of the structure H+(H2O)6 (IV) using
PMOw collapses to isomer (III). Thus, the value in Table V

TABLE V. Computed interaction energies for H+(H2O)n complexes from
the PMOw and MP2 methods.a

Complex PMOw MP2

H5O2
+. . . H2O −21.4 −23.8

H5O2
+. . . (H2O)2 −39.8 −43.8

H5O2
+. . . (H2O)4 (Isomer I) −68.9 −71.8

H5O2
+. . . (H2O)4 (Isomer II) −67.3 −71.8

H5O2
+. . . (H2O)4 (Isomer III) −66.6 −71.0

H5O2
+. . . (H2O)4 (Isomer IV) −60.5 −69.7

aInteraction energies are calculated by �E = E(cluster) − {E(H5O+
2 ) + nE(H2O)},

where n is the number of water molecules.

was obtained by fixing the relative torsion angles of the hy-
drogen atoms of the central H5O2

+ unit to the MP2 values.
Overall, the results from the PMOw model are in good accord
with MP2 calculations and other theoretical models.

IV.B. Liquid properties

IV.B.1. Properties at 25 ◦C

The computed and experimental thermodynamic and dy-
namic properties of liquid water at 25 ◦C and 1 atm are
listed in Table VI, along with the results from TIP3P,9, 79, 109

AMOEBA,10 and SWM4-NDP.26 The standard errors (±1σ )
were obtained from fluctuations of separate averages over
blocks of (2–4) × 105 configurations. A correction, by in-
tegrating the Lennard-Jones potential beyond the cutoff dis-
tance, for the Lennard-Jones potential neglected by the cutoff
has been included, and this contributes to the total computed
heat of vaporization by about 1%. Long-range electrostatic
interactions were not corrected in the Monte Carlo simula-
tions. Previous studies using empirical force fields indicate
that there is little size dependency of the computed proper-
ties for liquid water, and these effects will be investigated in a
future study. (The TIP3P and TIP4P potential functions were
developed with 125 water molecules with a cutoff of 7.5 Å
without long-range corrections.9, 79, 109, 110)

The average density of XP3P is 0.996 ± 0.001 g/cm3

at 25 ◦C, which is within 1% of the experimental value and
is similar to results obtained with other polarizable and non-
polarizable force fields (Table VI).10, 26, 79, 109 The total energy
per monomer of liquid water, Ei(l), is related to the heat of
vaporization by

�Hv = −Ei(l) + P (Vgas − Vliq) + �Q − (Ho − H ),

(14)

where Vgas and Vliq are the molar volumes of water in the
gas phase (ideal) and in the liquid, P is the pressure, �Q is
the quantum corrections to inter and intramolecular degrees
of freedom between the gas and liquid, and the last term,
(Ho − H), is the enthalpy departure function.111 Although
�Q and (Ho − H) has been tabulated and can be explicitly
included9, 12, 110 and this amount to a total correction of −0.06
kcal/mol at 25 ◦C, they have typically been neglected.10, 26, 79

In this case, �Hv is simply approximated by −Ei(l) + RT,
which is also adopted in the present study (Table VI). The
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TABLE VI. Liquid properties of the XP3P model for water along with those from experiments, and the TIP3P,
AMOEBA, and SWM4-NDP models.

XP3P TIP3P79, 109 AMOEBA10 SWM4-NDP26 Expt.a

E(l) (kcal/mol) −9.83 ± 0.01b − 9.82 − 9.89 − 9.92 − 9.98
�Hv (kcal/mol) 10.42 ± 0.01b 10.41 10.48 10.51 10.51
d (g/cm3) 0.996 ± 0.001 1.002 1.000 1.000 0.997
Cp (cal mol−1 K−1) 21.8 ± 1.0 20.0 20.9 18.0
106 κ (atm−1) 25 ± 2 60 46
105 α (K−1) 37 ± 3 75 26
μgas (D) 1.88 2.31 1.77 1.85 1.85
μliq (D) 2.524 ± 0.002 2.31 2.78 2.33 2.3–2.6
105 D (cm2/s) 2.7 5.1 2.02 2.3 2.3
ε 97 ± 8 92 82 79 ± 3 78
τD (ps) 8.8 11 ± 2 8.3
τNMR (ps) 2.6 1.87 ± 0.03 2.1

aSee text for details.
bThe average E(l) from molecular dynamics simulations employing the variational Fock operator is −9.99 kcal/mol over 400 ps.
This gives a heat of vaporization of 10.52 kcal/mol.

calculated heat of vaporization from the XP3P model is 10.42
± 0.01 kcal/mol using the non-variational approximation in
Monte Carlo simulations,11, 12 and the value is increased to
10.58 kcal/mol using the variational Fock operator in molec-
ular dynamics.14, 35, 88 The variational X-Pol approach used in
molecular dynamics simulations lowers the interaction energy
of the liquid by about 1.5% relative to the non-variational
approach used in Monte Carlo. Overall, the agreement with
experiment112, 113 is good, although there is greater devia-
tion in the non-variational approach. The quality of the XP3P
quantum mechanical potential for these two critical thermo-
dynamic properties is comparable to that of the widely used
SPC, TIP3P and TIP4P models for water8, 9 and to that of the
recent polarizable models.10, 26, 78, 114

The distribution of the magnitudes of monomer dipole
moments from polarized wave functions in the liquid is shown
in Figure 3; these dipole moments span a range from 2.1 to

FIG. 3. Distribution of the scalar molecular dipole moment in liquid water
from Monte Carlo simulations with the XP3P potential at 25 ◦C and 1 atm.
The units for the ordinate are mole percent per debye.

2.9 D, and they yield an average 〈μliq〉 of 2.524 ± 0.002 D.
The width at half maximum in the dipole distribution is
0.30 D (a half-width of 0.8 D was reported for the AMOEBA
model,10 which seems to be unrealistically large). Clearly,
there is a major enhancement of the molecular dipole mo-
ment in the liquid, amounting to an increase over 35% relative
to the gas phase value. For comparison, the AMOEBA model
produced a much greater average, 2.78 D, or 50% greater than
its gas phase value. The SWM4-NDP model yielded an aver-
age of 2.46 D,26 similar to the present XP3P quantum me-
chanical model. Our previous investigation, employing the
AM1 Hamiltonian to represent water monomers in X-Pol, re-
sulted in an average dipole moment of 2.29 D;12 however,
the smaller value is partly due to the much smaller molec-
ular polarizability from AM1, and the weak polarization ef-
fect was corrected by scaling Mulliken population charges in
that study. There is no experimental value for the dipole mo-
ment of liquid water (and in fact this quantity is not well de-
fined), but values ranging from 2.3 to 2.6 D have been cited
based on an estimate for ice Ih.115, 116 Finally, we note that
ab initio molecular dynamics simulations yielded dipole mo-
ments ranging from 2.3 D to 3.8 D, depending on the method
and functional used in DFT.117 Ab initio molecular dynam-
ics simulations seem to produce greater average dipole mo-
ments than polarizable force fields and the present XP3P
model.

The dielectric constant of the liquid is related to the
fluctuations of the total dipole moment of the simulation
box and it is dependent on the boundary conditions used to
treat long-range electrostatics.118, 119 We employed the reac-
tion field approximation in the NVT ensemble at 25 ◦C and
experimental density, where intermolecular interactions are
truncated at Rcut = 9.0 Å. Under these conditions, a reac-
tion field contribution is added to the electrostatic potential in
Eq. (6):118, 120

V RF
x (ρb) = Vx(ρb)

{
1+2(εRF −1)

2εRF +1

( |rx−Rb
B |

Rcut

)3
}

, (15)
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where εRF is the dielectric constant of the continuum. The
static dielectric constant ε is determined from Eq. (16).120–122

(ε − 1)(2εRF + 1)

2εRF + ε
= 4π

3kBT

〈M2〉
〈V 〉 , (16)

where M is the total dipole moment of the simulation box and
〈V 〉 is the average volume per monomer. Ideally the reaction
field dielectric εRF should be the same as that of the liquid
in the cutoff sphere, although previous studies suggest that a
choice of εRF in the range of ε ≤ εRF ≤ ∞ typically yields
consistent results,123 and a value of 160 has been used in the
present study. The liquid dipole fluctuation converges slowly,
and we have carried out 16 separate simulations, each lasting
about 15 × 106 configurations at 25 ◦C. An average value of
97 ± 8 was obtained by removing the two highest and two
lowest values; the present average is greater than the experi-
mental value of 78. Interestingly, Sprik argued that an aver-
age dipole moment of 2.5–2.6 D in liquid water would lead
to the correct dielectric constant at room temperature,124 and
a similar observation was used in the parameter optimization
process by Lamoureux et al.92 In view of the average dipole
moment from the XP3P liquid, which falls in the middle of
this range, it is likely that a better agreement with experiment
could be obtained if the simulations were further converged
by extending the simulation to 100 × 106 configurations or
more in each simulation. It is interesting to note that Ren and
Ponder obtained a static dielectric constant of 82, in spite of
a significantly larger dipole moment of 2.78 D of the liquid
from the AMEOBA potential.10 In that work, the authors ar-
gued that the correct average H–O–H angle was responsible
for the good agreement between experimental and calculated
liquid dielectric constant.10, 125, 126

Displayed in Figure 4 are the distributions of the binding
energies per monomer in liquid water at a temperature range
of −40 ◦C to 100 ◦C. The binding energies in Figure 4 cor-
respond to the interaction energy of one monomer with the
rest of the system. In a polarizable model, the total energy of

FIG. 4. Distribution of the binding energies of water in the liquid at tempera-
tures ranging from −40 ◦C to 100 ◦C. The binding energy corresponds to the
total interaction energy of one water with the rest of the bulk solvent.

the liquid also includes the energy cost needed to polarize the
electronic wave function (also called self-energy, see below).
Thus, in contrast to the use of a pairwise potential, the av-
erage energy, Ei(l), per monomer in Table VI is not exactly
equal to half of the binding energy at 25 ◦C from Figure 4. but
it is smaller by the amount of the self-energy. This is a reflec-
tion of the non-additive nature of a polarizable force field.127

Note that such a self-energy term has been used to develop
the SPC/E model.128

We have estimated several thermodynamic properties in-
volving molecular fluctuations. The intermolecular contribu-
tion to the isobaric heat capacity Cp of water is defined below
and can also be computed from the enthalpy fluctuations by

CP =
(

∂〈Hi(l)〉
∂T

)
P

+3R=〈Hi(l)2〉−〈Hi(l)〉2

RT 2
+3R, (17)

where Hi(l) = Ei(l) + PVliq is the average enthalpy of the
system per monomer. The total heat capacity of the liquid CP

for a rigid monomer model is determined by adding the clas-
sical kinetic energy contributions from translation and rota-
tion of a water molecule (3R).79 The average from the fluctu-
ation formula in Eq. (17) is 22 ± 1 cal mol−1 K−1, which
is greater than the experimental value at 25 ◦C.129, 130 Path
integral simulations by Vega et al. showed that inclusion of
nuclear quantum effects lowers the computed heat capacity
by up to 6 cal/mol.131 Quantities based on the fluctuation
formula, including CP (isobaric heat capacity), α (coefficient
of thermal expansion), and κ (isothermal compressibility) are
difficult to converge; they can also be estimated from the nu-
merical derivatives of their definitions. The derivative esti-
mate from liquid enthalpies vs. T yields a Cp of 19 cal mol−1

K−1 at 25 ◦C. The coefficient of thermal expansion (α) and
the isothermal compressibility (κ) are determined from fluc-
tuations of volume and enthalpy, with a computed value of 37
× 10−5 K−1 for α and 25 × 10−6 atm−1 for κ , respectively.
These quantities show relatively large deviations from exper-
iment (α = 25.6 × 10−5 K−1 and κ = 45.8 × 10−6 atm−1)129

due to their convergence.
The self-diffusion coefficient of liquid water was deter-

mined using the Einstein formula122 from molecular dynam-
ics simulations with constant volume and temperature:

D = lim
t→∞

1

6t
〈|r(t) − r(0)|2〉, (18)

where r(t) is the position of the oxygen atom of water at
time t. The diffusion coefficient was obtained as the slope
from a linear fit of 〈|r(t) − r(0)|2〉/6 as a function of t, and
we obtained a value of 2.7 × 105 cm2 s−1, which agrees
with experiment.132 It is known that non-polarizable poten-
tials for water, such as SPC, TIP3P, and TIP4P, tend to over-
estimate the self-diffusion coefficient, while most polarizable
force fields, including the present XP3P model, show signif-
icant improvement.10, 26, 78, 114 The computed diffusion coeffi-
cient is also affected by finite size of the simulation box, and
extrapolation to infinity will further increase the value of the
diffusion coefficient.133

The rotational correlation times, τα
2 , of water with respect

to the H–H and O–H axes are obtained from least-square fits
of the orientational time-correlation function to a single ex-
ponential function, Cα

2 (t) = Ae−t/τα
2 , where α specifies the

Downloaded 01 Aug 2013 to 134.84.1.104. This article is copyrighted as indicated in the abstract. Reuse of AIP content is subject to the terms at: http://jcp.aip.org/about/rights_and_permissions



054503-13 Han et al. J. Chem. Phys. 139, 054503 (2013)

FIG. 5. Computed (black) and experimental (red, dashed) oxygen-oxygen
(a), oxygen-hydrogen (b), and hydrogen-hydrogen (c) radial distribution
functions of liquid water at 25 ◦C and 1 atm.

rotation axis. The orientation time-correlation function is de-
fined as follows:122

Cα
2 (t) = 〈P2[uα

i (t)uα
i (0)]〉, (19)

where P2 is the second-order Legendre polynomial, and uα
i (t)

is the unit vector along the α rotation axis of molecule i
at time t. The time-integral of Eq. (19), AτHH

2 , corresponds
to the NMR rotational relaxation time of H2O, τNMR;134 the
present XP3P model yields a value of 2.6 ps, which may be
compared with the experimental value (2.1 ps).135 For com-
parison, the SWM4-NDP model predicts a τNMR value of
1.9 ps.26 Similarly, the Debye dielectric relaxation time was
determined from an exponential fit to the normalized auto-
correlation function of the total dipole moment M of the
system:122

CD(t) = 〈M(t)M(0)〉
〈M2(0)〉 . (20)

The Debye relaxation time characterizes the relaxation time
of the hydrogen bonding network in the liquid. The XP3P
model shows that the Debye relaxation time is about 6% faster
than the observed values (8.3 ps).136 In comparison with other

models, the present XP3P model performs well for these dy-
namic properties.10, 26, 114

The structure of liquid water is characterized by radial
distribution functions (RDFs), gxy(r), which gives the proba-
bility of finding an atom of type y at a distance r from an atom
of type x relative to the bulk. The RDFs computed at 25 ◦C
from Monte Carlo simulations are shown in Figure 5 along
with the neutron diffraction data. Overall, the agreement with
experimental results is excellent. For the XP3P potential, the
location of the maximum of the first peak of the O–O RDF
is 2.78 ± 0.05 Å with a peak height of 3.0 (Figure 5(a)). For
comparison, the corresponding experimental values are 2.73
Å and 2.8 from neutron diffraction.137, 138 Integration of the
O–O RDF to the first minimum at 3.30 Å yields an estimated
coordination number of 4.5, which is in good agreement with
the neutron diffraction result of 4.51 (integrated to 3.36 Å),
but somewhat smaller than the X-ray diffraction result (4.7).
The oxygen-hydrogen and hydrogen-hydrogen radial distri-
bution functions are also in accord with experiments.

IV.B.2. Temperature-dependent liquid properties

The computed liquid properties for �Hv , CP, ρ, α, and
κ , at different temperatures ranging from −40 to 100 ◦C are
listed in Table S5, and some of these are compared with ex-
perimental data in Figures 6–8. The formulas involving fluc-
tuations of enthalpy and volume for CP, α, and κ are known
to have slow convergence even when Monte Carlo simula-
tions were extended to over hundreds of millions of configu-
rations. In the present simulations, CP and α can also be de-
termined directly from the enthalpy and volume derivatives
with respect to temperature. For the isothermal compressibil-
ity, the fluctuation formula was used since the pressure was
not changed in the present study.

The heats vaporization from −40 to 100 ◦C were ob-
tained from the average energies plus RT for the PV term
of an ideal gas; here, we have ignored the small corrections
for the quantum vibrational energy difference and enthalpy
departure function. For comparison, we have included the
computed heats of vaporization in Figure 6 from the TIP5P
model. The XP3P model agrees with the results from TIP5P

FIG. 6. Computed (black) and experimental (red) heats of vaporization for
liquid water. The results from the TIP5P model are illustrated in green.
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FIG. 7. Computed (black) and experimental (red) densities for liquid water,
along with those from the TIP3P (brown), the TIP4P (maroon), and the TIP5P
(green) models.

quantitatively at temperature above 25 ◦C. Both XP3P and
TIP5P overestimate �Hv at temperature lower than 25 ◦C, but
the TIP5P model yielded a greater deviation on supercooled
water. Figure 6 shows that the change in �Hv is nearly lin-
ear over the entire temperature range considered. This agrees
with the experimental results on heat capacity, which is nearly
constant at about 20 cal mol−1 K−1.129 The changes of heat
capacity with temperature are given in Figure S5. The trends
are in reasonable agreement with experiment at temperatures
above 0 ◦C, although the sharp increase of CP below 20 ◦C is
not reproduced by the present simulations.

The liquid density as a function of temperature is pre-
sented in Figure 7 along with the experimental density of liq-
uid water. The XP3P model, which is optimized to reproduce
the heat of vaporization and density at 25 ◦C, yields a max-
imum density at about −20 ◦C. Although the density max-
imum is significantly lower than the experimental value at

FIG. 8. Computed and experimental coefficients of thermal expansion (α)
for liquid water. The α values are determined from numerical derivatives of
liquid volume variations with temperature.

4 ◦C,129 it is in fact remarkable in that there is a density maxi-
mum at all from the present model because other three-point-
charge models do not possess this property with a reasonable
temperature (except the SPC/E with much enhanced electro-
statics). The computed density at temperature greater than
25 ◦C shows more rapid decline with increasing temperatures
than experimental results.129 This trend is similar to that found
in the TIPxP series of models.79 The densities for supercooled
water are overestimated by 2%–5% compared with the exper-
imental data.129 For comparison, among the non-polarizable
models that do possess a density maximum, SPC/E128 has
a density maximum at −38 ◦C,139 TIP4P at −15 ◦C,109 and
TIP5P at about 0 ◦C; the TIP5P model was optimized to repro-
duce the temperature dependence of liquid density of water.79

The AMOEBA model has a density maximum at 17 ◦C.126

The temperature dependences of the computed den-
sity and �Hv from the non-polarizable TIPxP series of
models79, 109 and the polarizable AMEOBA potential126 in-
dicate that it is difficult, with fixed empirical parameters, to
obtain good agreement (within 1%) with experiment for the
entire temperature range from the supercooled liquid to the
boiling point. This difficulty has been pointed out by Siep-
mann and co-workers, who used a charge-dependent van der
Waals radius for oxygen in a fluctuating charge model for
water.140 Giese and York32 developed a density-dependent
van der Waals potential that can be directly incorporated into
QM/MM style simulations. We have further optimized σ O at
100 ◦C to yield a better agreement with the experimental liq-
uid density ρ. We found that a small change in σ O from 3.225
to 3.205 Å is sufficient to produce a liquid density (0.962
g/cm3) in good agreement with experiment (0.958 g/cm3).
This is shown by the blue cross point in Figure 7. Interest-
ingly, the computed �Hv (9.70 kcal/mol) was also found to
be in excellent agreement with experiment (9.72 kcal/mol)112

after this small adjustment (blue cross point in Figure 6). With
this change, the average dipole moment is computed to be
2.470 ± 0.001 D, representing an increase of 0.042 D from
2.428 D computed with the original Lennard-Jones parame-
ters in Table II.

In view of the small change in the σ O value, we suggest
a simple temperature-dependent relationship for σ O,

σO(T ) = 3.225 − 2.667 × 10−4(T − 298.15), (21)

in Å3 where T is the absolute temperature. Alternatively,
Eq. (21) may be rewritten in terms molecular dipole moment,
which translates the expression to an aesthetically appealing,
density-dependent one. In any event, it is straightforward to
use Eq. (21) in Monte Carlo simulations, while it can be con-
veniently incorporated into a thermostat algorithm in molec-
ular dynamics simulations.82, 141, 142 However, a thorough ex-
amination of the performance of temperature-dependent van
der Waals parameters is beyond the scope of the present work.

The computed coefficient of thermal expansion, α, fol-
lows the experimental trends nicely in Figure 8, and the neg-
ative values for supercooled water are consistent with the ex-
perimental values as a result of the existence of a density
maximum vs. temperature.

The average dipole moment from the XP3P model de-
creases monotonically with increasing temperature (inset of
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FIG. 9. Computed average molecular dipole moments for liquid water at
different temperatures.

Figure 9). The distributions of scalar dipole moment in the
liquid at different temperatures are given in Figure 9. Consis-
tent with Figure 4, the maximum positions are shifted towards
smaller values as temperature increases, and this shift is ac-
companied by an increase in half width from about 0.26 D
to about 0.32 D. The broader distribution of molecular dipole
moment in liquid water at higher temperature reflects greater
variations in the local hydrogen bonding networks and re-
duced average binding energies (Figure 4) and heats of vapor-
ization (Figure 6). It is interesting to notice that the maximum
dipole values in the distributions are not shifted at different
temperatures (Figure 9); it is the population of the molecular
dipole moment in the liquid that is broadened. This results in
a shift of the maximum position towards smaller average val-
ues as the temperature increases. In a recent study, Raabe and
Sadus suggested that the introduction of bond and angle flex-
ibility in a water model is responsible for the decrease in the
dipole moment with increased temperature and for the good
performance on computed dielectric constant and pressure-
temperature-density behavior using a flexible water model.143

However, the water geometry was severely distorted from the
gas-phase structure and the average bond lengths and angles
in the liquid states are both significantly larger than com-
monly accepted values of liquid water.143, 144 The results dis-
played in Figure 9 show that the change in electronic polar-
ization at different thermodynamic state points also makes
critical contributions to the variation of the molecular dipole
moment.

Computed radial distribution functions, which exhibit the
expected trends as functions of temperature, are given in
the supplementary material.149 The loss of the liquid struc-
ture is observed with increasing temperature, and the height
of the first peak in gOO(r) declines with broadening of the
peak as the first minimum disappears at high temperature
(Figure S7). On the contrary, gOO(r) at low temperatures ex-
hibits more structured RDFs. Similar trends are observed
in both gOH(r) and gHH(r) as functions of temperature
(Figures S8 and S9).

IV.B.3. Energy decomposition analysis of liquid water

The total binding energy, Ei(l), from the XP3P water can
be decomposed into specific contributing factors,12, 85, 127 in-
cluding vertical interaction energy and polarization energy.
This analysis is useful for understanding the energy terms that
are implicitly fitted in the development of polarizable or non-
polarizable empirical potentials.

The vertical interaction energy represents the total en-
ergy of the liquid in which the wave function of each water
molecule is not polarized, corresponding to that in the gas
phase,

�Evert = 1

2

N∑
a=1

N∑
b �=a

〈
�o

a

∣∣Ho
ab(ρo

b )
∣∣�o

a

〉 + EXD, (22)

where Ho
ab(ρo

b ) is the interaction Hamiltonian between
molecules a and b, in which the electrostatic potential defined
in Eqs. (5) and (6) is obtained using the density of molecule
b in the gas phase, ρo

b , and EXD = ∑
a>b

EXD
ab is the total van

der Waals (i.e., the exchange-correlation term approximated
by the Lennard-Jones potential in Eq. (9)).

We emphasize that the term “vertical interaction energy”
in energy decomposition analysis (EDA) is used to describe
the interaction energy of the solvent molecules with their gas-
phase, non-polarized electronic wave function relative to that
of non-interacting molecules (Eq. (22)).85, 127, 145 This differs
from the meaning of “vertical” that is associated with pro-
cesses such as ionization and electronic excitation, where the
geometries of the solute and the surrounding solvent are hy-
pothetically kept in the un-ionized or the ground-state equilib-
rium configuration. In both cases the electronic wave function
of the solute does change. In condensed-phase simulations,
however, the energy accompanying the change of the elec-
tronic wave function is called “polarization energy”. There-
fore, the term vertical is used to specify the interaction energy
from an electronic state that is kept to remain in its gas-phase
(electronic) configuration, prior to polarization.

The wave functions of the solvent molecules are polar-
ized in the liquid, and the energy change induced by the
mutual interactions with the rest of the system corresponds
to the polarization interaction energy, which is defined by
Eq. (23).12, 85, 127

�Epol = (〈|H |〉 − NEo
a

) − �Evert = Etot − �Evert.

(23)

The polarization energy can be further separated into two
physically significant terms, corresponding to the so-called
self-energy, �Eself, which is an energy cost (also called en-
ergy penalty) needed to pay for distorting the molecular wave
function, and a net stabilizing contribution, �Estab, which
is responsible for polarizing the electronic wave function to
lower the total energy of the system. These energy terms are
given below,12, 38, 85, 127

�Eself =
N∑

a=1

[〈�a|Ho
a |�a〉 − 〈

�o
a

∣∣Ho
a

∣∣�o
a

〉] =
N∑

a=1

�Ea,

(24)
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TABLE VII. Temperature-dependent energy components (unit in kcal/mol).

T (◦C) Ei(l) Evert Epol �Estab �Eself EXD Eele

−40 −10.89 −6.62 −4.27 −7.98 3.71 3.17 −14.06
−30 −10.81 −6.57 −4.24 −7.92 3.68 3.12 −13.93
−20 −10.66 −6.52 −4.14 −7.71 3.57 2.97 −13.63
−10 −10.50 −6.44 −4.06 −7.56 3.50 2.90 −13.40
0 −10.29 −6.35 −3.94 −7.30 3.36 2.74 −13.03
10 −10.08 −6.26 −3.82 −7.07 3.25 2.62 −12.70
25 −9.83 −6.17 −3.66 −6.76 3.10 2.49 −12.32
50 −9.32 −5.90 −3.42 −6.26 2.84 2.20 −11.52
70 −8.86 −5.69 −3.17 −5.78 2.61 1.97 −10.83
100 −8.28 −5.38 −2.90 −5.23 2.33 1.69 −9.97

�Estab = 1

2

N∑
a=1

N∑
b �=a

[〈�a|Ĥab(ρb)|�a〉 − 〈
�o

a

∣∣Ĥ o
ab

(
ρo

b

)∣∣�o
a

〉]

= 1

2

N∑
a=1

N∑
b �=a

��Eab. (25)

Shown in Table VII and Figure 10 are the XP3P energy
components at different temperatures. The vertical interaction
energy contributes an almost constant percentage of the total
binding energy, ranging from 60.8% at −40 ◦C to 65.0% at
100 ◦C. The increase of the percentage with increasing tem-
perature can be attributed to the increased volume of the sys-
tem and reduced polarization effects at higher temperatures.
At all temperatures used in the simulations, polarization ef-
fects are significant, contributing 35.0%–39.2% of the total
binding energies. At 25 ◦C, the average polarization energy
is −3.66 kcal/mol (37.2% of Ei(l)). The van der Waals (or
exchange-dispersion) term EXD is dominated by the repulsive
potential. The total electrostatic (non-van der Waals) compo-
nent of the binding energy, Ei(l), is the sum of the vertical and
polarization interaction energies less the EXD term, and it is

FIG. 10. Average total interaction energies (black) per water in the liquid and
their contributing components, including vertical interaction energies (blue),
polarization energies (green), total electrostatic interaction energies (red), and
exchange-dispersion correlation energies (magenta).

about 20%–30% greater than the total binding energy in the
140 ◦C temperature range.

Table VII shows that the average energy cost, i.e., self-
energy (Eq. (24)), needed to polarize the molecular wave
function, is 3.10 ± 0.01 kcal/mol from the XP3P mode at
25 ◦C. This value is somewhat greater than the value esti-
mated using the AM1 Hamiltonian (3.03 ± 0.01 kcal/mol).12

If the classical expression for the self-energy,128

�Ecl
self = �μ2

ind/2α (26)

is used, where �μind is the induced dipole moment in the liq-
uid, which is 0.64 D at 25 ◦C, and α is the molecular polar-
izability (1.27 Å3) from the XP3P model, we obtain a self-
energy of 2.35 kcal/mol, somewhat smaller than the quantum
mechanical result (Eq. (23)). The self-energy was used to cor-
rect the total energy of liquid water in the SPC/E model,128

which has an effective dipole of 2.35 D (�μind = 0.50 D). In
that work, an estimate of �Ecl

self = 1.25 kcal/mol was used as
an energy correction based on experimental polarizability of
water. Table VII shows that over the temperature range of −40
to 100 ◦C, �Eself varies from 3.69 kcal/mol to 2.33 kcal/mol,
and the corresponding total polarization energies change from
−4.25 to −2.90 kcal/mol.

V. CONCLUSIONS

A quantum mechanical force field (QMFF) for water
with the explicit treatment of electronic polarization (X-Pol)
has been described. Moving beyond the current Lifson-type,
molecular mechanics force fields (MMFF) that have been un-
der continuous development in the past half century,146–148 the
present QMFF represents the condensed-phase system explic-
itly by an electronic structure method. Consequently, the in-
ternal energy terms in the traditional MMFF are replaced by
a quantum mechanical formalism that naturally includes elec-
tronic polarization. An important aspect of the present pro-
cedure is the partition of a solution into molecular fragments
such that the total wave function of the system is approxi-
mated as a Hartree product of antisymmetric, fragment wave
functions. This approximation requires an empirical treat-
ment of short-range intermolecular exchange repulsion and
long-range dispersion interactions between different molec-
ular fragments; however, one can model these effects using
customary empirical formalisms. To this end, we have intro-
duced a polarizable molecular orbital (PMO) model in the
framework of the neglect diatomic differential overlap ap-
proximation. The present study represents a first step towards
the goal of developing a full QMFF for the dynamic simula-
tions of macromolecular systems as traditionally carried out
with MMFF.

In this work, we introduce the first generation of a QMFF
for water, making use of the PMO model specifically pa-
rameterized for compounds composed of hydrogen and oxy-
gen, i.e., PMOw. The electrostatic potential responsible for
the interactions among different fragments is model by a
three-point charge representation that reproduces the total
molecular dipole moment and the local hybridization contri-
butions exactly. Consequently, the present QMFF for water,
suitable for modeling gas-phase clusters, pure liquids, solid
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isomorphs, aqueous solutions, and the self-dissociation along
with proton and anion transport, is called the XP3P model.
The paper highlights the performance of the PMOw model
for small water and proton clusters and simple proton trans-
fer reactions, and the properties of liquid water using XP3P
from a conglomeration of about 900 × 106 self-consistent-
field calculations on a periodic system consisting of 267 water
molecules. It is no exaggeration to say that this is the longest
quantum mechanical simulation performed to date. More sig-
nificantly, the unusual dipole derivative behavior of water,
which is incorrectly modeled in molecular mechanics, but is
critical for a flexible water model, is naturally reproduced as a
result of an electronic structural treatment of chemical bond-
ing by XP3P. Much remains to be tested and investigated in
future studies with the combined use of large clusters treated
by PMOw embedded the XP3P liquid water. We anticipate
that the present model is useful for studying proton transport
in solution and solid phases as well as across biological mem-
branes through ion channels.
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