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We present a global ground-state potential energy surface for N4 suitable for treating high-energy
vibrational-rotational energy transfer and collision-induced dissociation in N2–N2 collisions. To ob-
tain the surface, complete active space second-order perturbation theory calculations were performed
for the ground singlet state with an active space of 12 electrons in 12 orbitals and the maug-cc-
pVTZ triple zeta basis set. About 17 000 ab initio data points have been calculated for the N4 sys-
tem, distributed along nine series of N2 + N2 geometries and three series of N3 + N geometries.
The six-dimensional ground-state potential energy surface is fitted using least-squares fits to the
many-body component of the electronic energies based on permutationally invariant polynomials in
bond order variables. © 2013 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4811653]

I. INTRODUCTION

Energy transfer and dissociation in collisions of nitrogen
molecules are important for many atmospheric processes. The
present motivation for studying such collisions is the role they
play within the shocked gases surrounding hypersonic vehi-
cles in establishing non-Boltzmann internal energy distribu-
tions that must be understood to model convective heat flow to
the vehicle.1 The shocked gases surrounding hypersonic vehi-
cles are very hot and can have temperature up to 20 000 K.
The high-energy collisions of the hot N2 (molecules with
high vibrational–rotational quantum numbers ν, j) can involve
vibrational-rotational excitation and relaxation,

N2(ν1, j1) + N2(ν2, j2) → N2(ν ′
1, j

′
1) + N2(ν ′

2, j
′
2)

and collision-induced dissociation,

N2(ν1, j1) + N2(ν2, j2) → N2(ν ′
1, j

′
1) + N + N.

The first step in molecular dynamics studies of such collisions
is to obtain a potential energy surface (PES) valid up to high
energy and large vibrational extensions. Ultimately one must
consider coupled potential energy surfaces and electronic as
well as vibrational–rotational inelasticity. However, the goal
of the research reported here is to obtain a reasonably accurate
global PES for the ground electronic state.

A potential energy surface for N4 includes an N3 sur-
face as a subset. There have been a number of studies for the
structures and energetics of N3 species.2–4 The dissociation
of N3 has been studied previously5–7 and several PESs of N3

have been reported in literature. A London-Eyring-Polanyi-
Sato (LEPS) PES for the quartet state of N3 was developed
by Laganà et al.8 for the classical trajectory study of N (4S)
+ N2 (1�+

g ) collisions. The LEPS PES yields a collinear
transition structure, which does not agree with the bent tran-
sition structure suggested by theoretical studies with multi-
reference configuration interaction.2 In order to improve the

a)Email: truhlar@umn.edu

LEPS PES for the transition structure, the same group de-
veloped a series of new PESs9, 10 (denoted as L0 to L4),
with the latest L4 PES10 being fitted to 56 CCSD(T)/aug-
cc-pVTZ energies. In 2003, Wang et al.11 proposed the first
full-dimensional ab initio based PES for N3

4A′′ state for the
quantum dynamics study of N (4S) + N2 (1�+

g ) collisions.
An analytic PES with 68 parameters was fitted by using 3326
points calculated by open-shell CCSD(T) with cc-pVQZ ba-
sis set. A very accurate global PES for the ground 4A′′ state
of N3 was reported in 2007 by Galvão and Varandas12 based
on the double many-body expansion; 1592 points were calcu-
lated with CCSD(T) and MRCI+Q and extrapolated to com-
plete basis set (CBS) limit.

Since the ground state of N3 radical is a doublet,7 the
PESs of doublet N3 have also attracted much attention. In
2004, an adiabatic PES for the lowest 2A′′ state of N3 was
constructed by Babikov et al.13 using tensor product B-cubic
spline representation based on 2286 points calculated by
MRCI+Q with aug-cc-pVTZ basis set. Adiabatic PESs for
five low-lying doublet states (three 2A′ states and two 2A′′

states) of N3 have been fitted by Zhang et al.14 based on
1504 points calculated by MRCI+Q with the aug-cc-pVTZ
basis sets. The most recent adiabatic PESs for the two low-
est 2A′′ states of N3 have also been developed by Galvão and
Varandas15 in 2011 with the double many-body expansion fit-
ting strategy and used for a quasi-classical trajectory study of
the N (2D) + N2 (1�+

g ) reaction.
Several studies have been reported for the tetrahedral

form of N4,16–18 which is considered to be a high energy den-
sity material. Theoretical geometries, energies, and physical
properties have been reported.

Ab initio studies of van der Waals N2–N2 have also been
reported. Couronne and Yellinger19 have reported a study of
the structure and stability of the (N2)2 complex at canted
(taken from the crystal structure), T-shaped, X-shaped, par-
allel, and linear structures. The geometry of each dimer con-
formation was defined by four parameters, the distance be-
tween the centers of mass, two angles, and one dihedral angle,
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and symmetry-constrained optimization of each conformer
was carried out, where only the distance between centers of
mass was optimized. T-shaped and canted conformers were
found to be the most stable ones. The equilibrium structure,
potential energy surface, and van der Waals mode vibration of
several (N2)2 configurations have been studied with coupled
cluster with singles, doubles, and quasiperturbative triples
(CCSD(T)) method and quadruple zeta basis set cc-pVQZ by
Wada et al.20

Unlike N3, for which there has been considerable work
on the full-dimensional ab initio PESs for both doublet and
quartet states, very few studies have been carried out for
the full-dimensional PESs of N4. There are, however, many
studies on the reduced four-dimensional PESs of N4 for
N2–N2 intermolecular interactions with rigid N2 molecules in
literature.21–31 One of the first ab initio PES of N2–N2 was
developed by Böhm and Ahlrichs.21 They fitted a 4D PES
with a site–site ansatz (three sites per molecule) for rigid
N2 to 46 dimer interaction energies that were calculated by
the coupled-pair functional (CPF) modification of the CISD
method with a [6s4p2d] basis set. Van der Avoird et al.22 pro-
posed a 4D PES in terms of spherical harmonic expansions to
fit 225 ab initio data points. Two empirical parameters were
introduced to reproduce the experimental second virial coeffi-
cients. By changing five parameters to fit several experimental
properties, such as second virial coefficients, scattering cross-
ing sections, etc., the PES was further improved by Cappel-
letti et al.24

Stallcop and Partridge23 calculated N2–N2 interaction en-
ergies using CCSD(T) calculations with an extensive basis
set, with a size of at least [6s5p4d]. An analytical PES was
constructed with spherical harmonic expansions to fit the
ab initio data. Some parameters of the PES were adjusted
to experimental data to yield reliable second virial coeffi-
cients. Leonhard and Deiters25 performed CCSD(T) calcula-
tions with aug-cc-pVnZ (n = D and T) basis sets and extrap-
olated the results to the CBS limit. They applied a site-site
potential function with five sites per molecule to fit the
CCSD(T)/CBS energies; two scaling parameters were in-
troduced to reproduce the experimental second-order virial
coefficients.

Aquilanti et al.26 reported an experimental PES and cal-
culated rovibrational levels of the N2–N2 dimer, obtained
from multiproperty analysis of scattering data and second
virial coefficients. In 2008, Cappelletti et al.30 developed a
PES using a bond-bond pairwise additive representation by
combining symmetry adapted perturbation theory (SAPT) re-
sults and experimental properties. Karimi-Jafari et al.27 per-
formed MP2 calculations with basis sets up to cc-pVQZ and
extrapolated the MP2 results to the CBS limit. An analytical
PES based on spherical harmonic expansions was then fitted
to the MP2/CBS results.

Strąk and Krukowski28 calculated 315 geometries using
CCSD(T) with the aug-cc-pVQZ basis set. The CCSD(T)
results were used to parameterize an analytic PES with
spherical harmonics expansions. Gomez et al.29 applied
the SAPT method with a [5s3p2d1f] basis set to calcu-
late the interaction energies of nearly 460 points on the
N2–N2 ground state. An analytical PES with spherical har-

monic expansions was parameterized to those ab initio
data.

The most recent and accurate PES of N2–N2 was devel-
oped by Hellman in 2012.31 Hellman performed CCSD(T)
calculations with basis sets up to aug-cc-pV5Z supplemented
with bond functions; the results were further extrapolated to
the CBS limit. Corrections for core-core and core-valence cor-
relations, relativistic effects, and higher-order excitations up
to CCSDT(Q) were also considered. A 4D PES was param-
eterized from 408 high-level ab initio points. Several N2–N2

PESs were tested for the R-dependence of anisotropy against
CCSD(T) with aug-cc-pVTZ and bond functions.32 It was
shown that the potentials with simplified functional forms and
parameters based on or extracted from experimental data do
not reproduce the correct anisotropy of the PES and ab initio
based PESs should be the proper way to go.

All the PESs discussed above are reduced 4D PESs with
rigid N2 molecules. We cannot use them to study high-energy
collisions of N2 with N2 where vibrational energy transfer
or collision-induced dissociations are involved. The very old
PES extracted from experimental data by Johnson et al.33 is
one of the very few PESs of N4 that allows one to study
high-energy N2–N2 collisions. Morse potentials were used
to model the N2 bond stretches while exponential-six atom–
atom potentials were used to model the nonbonding interac-
tions. To the best of our knowledge, no ab initio-based full-
dimensional PES has been reported for N4. A distinguishing
feature of the present study is the attempt to develop a full-
dimensional PES valid up to high energy and large vibrational
extensions of each N2 subsystem.

Most of the PESs mentioned above were constructed
with spherical harmonics, which can describe the isotropic
and anisotropic intermolecular interactions of N2 very well.
Spherical harmonic expansions are a natural choice to repre-
sent reduced PESs describing the intermolecular interactions
when the N2 molecules are well separated and each close to
its equilibrium internuclear distance. But this is not the case
for global PESs where the dissociation of N2 molecules is
allowed. The Sorbie-Murrell34 and Aguado-Paniagua35 func-
tional forms are widely used in the PES fitting of triatomic
systems. Both of them involve many-body expansions that can
treat the short-range and long-range interactions properly and
can be constructed to have the proper asymptotic behaviors.
Sorbie-Murrell and Aguado-Paniagua many-body expansions
have also been used to construct the PES of tetra-atomic or
penta-atomic systems, such as H4,36, 37 H5,38 H5

+,39 but their
applications are limited to monovalent atoms. For an adequate
treatment of systems with complex spin-couplings of asymp-
totic fragments, as in current case of N4, which could involve
quartet N3 + quartet N or doublet N3 + doublet N, some
geometry-dependent switching functions,34 that could be very
system-dependent, would have to be used.

Our approach is to use ab initio electronic structure the-
ory to calculate the PES at selected geometries and then to fit
this data to a global analytic function. Because we want the
PES to be valid even for dissociative collisions and even near
state crossings, we use a multireference wave function method
that treats both static and dynamic correlation, in particular
complete active space second-order perturbation theory40, 41
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(CASPT2). The fitting is accomplished using permutation-
symmetry-invariant polynomials involving powers of func-
tions of the internuclear distances. This method was pioneered
by Brahms and Bowman,42, 43 who developed methods for
generating the polynomials by monomial symmetrization.

This paper is organized as follows. Section II.A presents
the methods used for the electronic structure calculations;
Sec. II.B presents the methods used for fitting; Sec. III
presents the results; Sec. IV presents the discussion; and
Sec. V presents the summary.

II. METHODS

II.A. Electronic structure calculations

Multireference second order perturbation theory, in par-
ticular, CASPT2,40, 41 is used for the calculations in order to
account for dynamical correlation. For the N2 molecule, the
ground state is 1�+

g , and the excited electronic states are well
separated in energy.44, 45 Therefore, single-state CASPT2 cal-
culations are performed with the complete active space self-
consistent field (CASSCF)46 reference wave function opti-
mized for the ground state.

In order to select a reasonable active space for the ref-
erence CASSCF wave function and to check the dissociation
energies obtained with CASPT2, we performed test calcula-
tions for N2 dissociation placing only 2p orbitals in the active
space (active space of six electrons in six orbitals: 6e/6o) and
placing both 2s and 2p orbitals in the active space (10e/8o).
In the former case, the 2s orbitals were not correlated in ei-
ther the SCF step or the PT2 step. The (6e/6o) CASPT2 cal-
culation with only 2p orbitals active and correlated yielded a
dissociation energy of 228.7 kcal/mol, whereas the CASPT2
dissociation energy with both 2s and 2p orbitals active and
correlated is 220.3 kcal/mol. Both calculations lead to reason-
ably good agreement with experimental data for the dissocia-
tion energy and equilibrium bond length of nitrogen molecule
(228.4 kcal/mol and 1.098 A, respectively).44, 47 However,
placing 2s orbitals in the active space results in high computa-
tional costs because it leads to too many configurations. For-
tunately, excluding the 1s and 2s orbitals from both the active
space and PT2 correlation calculation gives an almost perfect
dissociation energy for N2. Therefore, we chose a 12e/12o
active space for the N4 system and did not correlate either
1s or 2s electrons. For nonsymmetric geometries, this leads
to 40 609 128 contracted configurations. Although the eight
lowest-energy orbitals (1s and 2s) are doubly occupied in all
configurations, they are fully optimized for each geometry.
All electronic structure calculations are performed with the
MOLPRO software package.48, 49

The calculations are carried out at sequences of geome-
tries in which one internal coordinate is scanned while the rest
of the coordinates are fixed. The Hartree–Fock wave function
is used as an initial guess for the CASSCF reference wave
function at the first point of each scan; then, for each of the
rest of the points of the scan, the CASSCF reference wave
function of the previous point is used as the starting point for
the next CASSCF calculation.

For some geometrical arrangements an excited state ap-
proaches closely to the ground state. Therefore, a level shift50

of 0.3 hartree is applied in all CASPT2 calculations in order
to eliminate intruder-state problems. The g4 version of the
Fock-operator,49 which is an extension of the g1, g2, and g3
zeroth-order Hamiltonians proposed by Andersson,51 is se-
lected. This modified Fock-operator makes CASPT2 calcula-
tions approximately size extensive in the case of the dissoci-
ation of a molecule to high-spin open-shell atoms, which is
precisely what is needed here.

The minimally augmented correlation-consistent polar-
ized valence triple zeta basis set, maug-cc-pVTZ,52 is used
for all calculations.

For some geometries, the 2p orbital from the active space
switches place with one of the 2s inactive orbitals (not in-
cluded in the active space), leading to an inconsistent solution
to the CASSCF equations. For N4 this problem mostly occurs
at points with high symmetry and when four nitrogen atoms
are close to each other, especially in the case of (N3 + N)-like
geometries. Distorting the geometry by a small amount or us-
ing a better initial guess of the wave function helps to avoid
this problem.

Occupation restrictions (restriction cards49) for the in-
active orbitals are used in CASSCF calculations to restrict
the occupation patterns in order to avoid so-called primary
space (P-space) problems and CASSCF convergence prob-
lems. These problems can occur because of the limited ac-
tive space or if two electronic states in the same symmetry are
almost degenerate, for example near avoided crossings. How-
ever, in our case increasing the active space would make the
cost prohibitive, and increasing the primary space threshold
or changing configurations did not help to avoid the problem.
However, restrictions solved the problem. For example, we
restrict 2s inactive orbitals to have a maximum and minimum
number of electrons equal to 2. Because restricted orbitals are
not in the active space, this restriction does not change the re-
sult, but the restriction card changes the algorithm used by the
software and eliminates the problem.

The energy of two N2 molecules infinitely separated and
each at its own equilibrium distance, is taken as the zero of
energy for the PES. Relative energies with respect to the zero
of energy were used for the fitting.

The initial data set consists of energies for a diverse set
of geometries. Nine sets of geometries correspond to an N2

approaching another N2, and 3 sets of geometries correspond
to a triatomic molecule interacting with an atom (N3 + N) are
used.

Figure 1 shows the coordinates used to define the ge-
ometries for the N2 + N2 sets. In each N2 + N2 set, one of
the N2 molecules has a fixed bond length rA set successively
equal to the equilibrium distance of 1.098 Å, to the equilib-
rium distance decreased by 0.2 Å, and to equilibrium distance
increased by 0.2 Å; the other N2 is dissociating with the bond
length rB varied from 0.8 to 6.0 Å; and the distance d be-
tween the centers of mass is varied from 1 to 10 Å to account
for long range interaction at large distances. Thus each set
corresponds to a set of points on a three-dimensional grid.
The sets differ in the internal angles, e.g., collinear, T-shaped,
etc. For example, the T-shaped model has two N2 molecules
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FIG. 1. Coordinates for N2 + N2. rA: re − 0.2 Å, re, re + 0.2 Å, rB:
1.0 − 5.0 Å, d: 1.0 − 10.0 Å, θA, θB: 0, π /3, π /2, ϕ: 0, π /2, π /3.

perpendicular to each other and situated at a distance d be-
tween their centers of mass.

In the linear N2 + N2 set and in the N3 + N sets, a dif-
ferent coordinate system was used; see Figure 2 where po-
lar coordinates are used to define one of the N3 + N sets.
For the triatomic molecule interacting with an atom, 2B1 and
4B1 bent N3 structures were optimized with the CASPT2
(9e/9o)/maug-cc-pVTZ method. Then for each set of N3

+ N calculations, the bond lengths of N3 were fixed to the
optimized values, decreased by 0.2 Å and increased by 0.2 Å.
The ground-state linear 2�g N3 geometry was taken from
experimental results,53 the N–N bond lengths were set to
1.181 Å, then decreased and increased by 0.2 Å.

The sets just described lead to 16746 points. We
then eliminated all points with energies greater than
2000 kcal/mol, leaving 16380 points (15363 points from N2

+ N2 scanning and 1017 points from N3 + N scanning). Next
we added a point corresponding to a geometry-optimized
tetrahedral structure and points corresponding to optimizing
cyclic and bent 2B1 and 4B1 structures with one N far from N3.
We also added five randomly generated points and one lin-
ear N3 + N point. And two points with short N–N bond
lengths (0.6 and 0.7 Å) and a large distance between centers
of mass of nitrogen molecules have been added to the data set
to yield a better description of the short-bond-length repulsive
region.

Finally, we added 30 points along linear synchronous
transit54 (LST) paths connecting points from two different of
the 12 arrangements shown in Figure 3. For each LST path,
the points on the path are generated by

qi = q
(0)
i + λ

(
q

(1)
i − q

(0)
i

)
,

where qi is an internal coordinate, q
(0)
i is a point from one of

the systematic sets, q
(1)
i is a point from another set, and the

LST points are generated by setting the parameter λ to, for

FIG. 2. Polar coordinates for the bent 4N3 + 4N interaction.

FIG. 3. Molecular arrangements for N4.

example, –0.2, +0.2, +0.4, etc. Path 1 is from an H-shaped N4

to an X-shaped N4; path 2 is from linear N3 + N to linear N2

+ N2; path 3 is from T-shaped N4 to X-shaped N4 with one
N2 dissociated; and path 4 is from bent N + N3 to H-shaped
N4.

Putting all these points together yields a total of 16421
points to be used for fitting.55

II.B. Fitting the potential energy surface

We defined six internuclear distances as follows: r1

= r12, r2 = r13, r3 = r14, r4 = r23, r5 = r24, and r6 = r34,
where rij is the distance between atoms i and j. The variables

Xi = exp(−(ri − re)/ai)

were used to describe the N4 potential energy surface, where
re is the equilibrium bond length of 1.098 Å for N2, and ri

and ai (i = 1,. . . , 6) are internuclear distances and nonlin-
ear parameters, respectively. Since Xi may be interpreted as a
Pauling bond order,56–60 the Xi are called bond orders. Since
a quadratic polynomial in Xi is equivalent to a Morse curve,61

they may also be called Morse variables.
We chose 0.9 Å for all ai based on some trial tests. The

starting point for an analytic PES is an expansion in a Taylor
series of bond orders as

V (r1, r2, r3, r4, r5, r6) =
k∑

n1+n2+n3+n4+n5+n6=0

Cn1n2n3n4n5n6

×X
n1
1 X

n2
2 X

n3
3 X

n4
4 X

n5
5 X

n6
6 , (1)

where ni is the order of polynomial of Xi, and the coefficients
Cn1n2n3n4n5n6 are the linear parameters that need to be deter-
mined through least-squares fits. The summation in Eq. (1) is
over all n1, n2, n3, n4, n5, and n6, each starting from 0, such
that their sum is less than or equal to k; therefore, k is the
highest total degree of the multinomials. Due to the permu-
tation symmetry of the four identical N atoms, some of the
coefficients are identical by symmetry. One can therefore con-
struct an explicitly permutationally invariant basis to reduce
the number of linear coefficients.42, 43 In the present paper,
we follow the monomial symmetrization approach proposed
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by Xie and Bowman62 to construct permutationally invariant
polynomial basis functions to fit the global potential energy
surface of N4. Furthermore we required the fit to reduce to the
energy V0 of four atoms at complete dissociation, we removed

terms in Eq. (1) that are products of unconnected distances,
and we replaced terms that only describe pairwise 2-body in-
teractions by a pre-optimized N2 potential energy function.
This yields

V (r1, r2, r3, r4, r5, r6) = V0 +
6∑

i=1

V2(ri) +
k∑

connected
n1+n2+n3+n4+n5+n6=2

Dn1n2n3n4n5n6S
[
X

n1
1 X

n2
2 X

n3
3 X

n4
4 X

n5
5 X

n6
6

]
, (2)

where S[Xn1
1 X

n2
2 X

n3
3 X

n4
4 X

n5
5 X

n6
6 ] are the symmetrized

permutation-invariant polynomial basis functions, and
Dn1n2n3n4n5n6 are the linear coefficients. Further details are in
supplementary material.55

We truncated the Taylor expansion at k = 9. This includes
5005 terms if one uses Eq. (1); however, by removing 2-body
and unconnected terms and using symmetrized polynomials
S[Xn1

1 X
n2
2 X

n3
3 X

n4
4 X

n5
5 X

n6
6 ] as the k = 9 basis, the number of

independent terms is reduced to 276. The 276 coefficients
Dn1n2n3n4n5n6 are determined by least-square fits.

Since we are interested in high-energy collisions, we
need to fit our potential energy surface over a very wide en-
ergy range. To avoid putting too much emphasis on the high-
energy data points and reducing the fitting quality of data
points with relatively low energies, we reduced the weight
on high-energy points, as has been done before.63 However,
in the present work we used a newly devised weighting func-
tion; in particular, we use the following weighting factor in
our weighted-least-square fitting:

w(i) =
{

1 for Ei ≤ Ec

E2
c /E

2
i for Ei > Ec

, (3)

where w(i) is the weighting factor of data point i with en-
ergy Ei, and Ec is a preselected energy threshold to reduce
the weights of high-energy data points. In the final fit, we
chose Ec to be 100 kcal/mol. Furthermore, we excluded the
data points with energies larger than 2000 kcal/mol in our
fitting. We think that energies above 2000 kcal/mol would
be rarely visited during dynamic studies, and the accuracy in
those ranges is not very important.

III. RESULTS

Figures 4(a)–4(d) show comparisons of the global fit to
the calculated points on the dissociation curves for N–N in-
teracting with N2, where the calculations are performed with
the CASPT2 method for various dimer arrangements. Results
are given as a function of the internuclear distance in one
molecule (rB) with the other molecule (rA) at its equilibrium
distance. Although we do not show plots to illustrate this,
the fits also include data like this with the second molecule

stretched by 0.2 Å from its equilibrium geometry and with it
compressed by 0.2 Å from its equilibrium geometry. Seven
more plots similar to Figures 4(a)–4(d) for other geometries
are given in the supplementary material.55 A surface cut as a
function of two variables is shown in Figure 5 for the bent
T-shaped dimer. The surface cut is not from the global fit, but
rather is based on local interpolation to guide the eye in visu-
alizing the data.

The root-mean-square errors (RMSEs) and mean un-
signed errors (MUEs) of the final fit are shown for different
energy ranges in Table I.

The results in Table I are for the final fit to all the data.
To further test the quality of our fitted PES, we omitted the
data corresponding to the four LST paths to see how our fit-
ting procedure would perform for data quite different from
that used in the fit. The energies predicted by this test fit, as
well as the CASPT2 energies being predicted, are shown in
Figure 6.

IV. DISCUSSION

As a subset of the N4 surface, the surface of N3 interact-
ing with an atom has been calculated. Therefore, stationary
points of N3 were used. The geometries of low-lying cyclic
2B1 and bent 4B1 stationary structures were taken from a re-
cent work7 and optimized with CASPT2. Our optimized non-
linear stationary structures of N3 agree well with previous the-
oretical results. For 2B1 calculated bond lengths are 1.45 Å
and N–N–N angle is 50.2◦. For 4B1, the bond lengths are
1.27 Å and N–N–N angle is 117.4◦.

For comparison with previous studies of tetrahedral N4,
we performed an optimization of the tetrahedral structure
of singlet N4 at the CASPT2(12e/12o)/maug-cc-pVTZ level.
The bond lengths and absolute energy obtained with the
method we used are consistent with previous computational
work:18 the N–N bond length is 1.450 Å, the energy, relative
to two nitrogen molecules, is 191.7 kcal/mol. At this geome-
try the fit gives an energy of 173.4 kcal/mol, with an error of
18.3 kcal/mol. Although not very good, the fit is still accept-
able. Actually, the large discrepancy of relative energies of the
tetrahedral N4 calculated by CASPT2 and our analytic PES is
an example of a more general phenomenon, namely that the
fit is less accurate near surface crossings where the fitted PES
smooths out the cusp due to state crossing, as shown clearly in
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FIG. 4. (a) Dissociation curves for N2 + N2: comparison of the global fit to the values obtained with the CASPT2 method for the A-shaped set with one
N2 fixed to its equilibrium distance. Both rB and d are in Å. In all figures, d is the distance between the centers of mass of the two nitrogen molecules.
(b) Dissociation curves for N2 + N2: comparison of the global fit to the values obtained with the CASPT2 method for the T-shaped set with one N2 fixed to its
equilibrium distance. (c) Dissociation curves for N2 + N2: comparison of the global fit to the values obtained with the CASPT2 method for the H-shaped set
with one N2 fixed to its equilibrium distance. (d) Dissociation curves for N2 + N2: comparison of the global fit to the values obtained with the CASPT2 method
for the X-shaped set with one N2 fixed to its equilibrium distance.

FIG. 5. Three-dimensional surface for N2 + N2, obtained with the CASPT2
method for bent T-shaped arrangement.

Figure 4(d) for d = 1.0 and 1.4 Å, respectively, where d is the
distance between the centers of mass of the two N2 molecules.
Our goal here is to fit the lowest adiabatic potential energy
surface, even though that surface has cuspidal ridges due to
surface crossings, and the functional form chosen here, with
continuous derivatives, must smooth those crossings out. This
could be considered a disadvantage or an advantage, with the

TABLE I. The mean unsigned errors (MUEs) and root-mean-square er-
rors (RMSEs) of the fitted potential energy surface with respect to
CASPT2/maug-cc-pVTZ results for different energy ranges (in kcal/mol).

Number of points MUE RMSE

E < 100.0 693 1.3 1.8
100.0 ≤ E < 228.0 1939 2.3 4.1
228.0 ≤ E < 456.0 11 849 3.6 7.2
456.0 ≤ E < 1000.0 1607 12.8 18.0
E > 1000.0 333 40.4 81.2
All data 16 421 5.0 14.3
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FIG. 6. Comparison of the test fit (green) to the CASPT2/maug-cc-pVTZ
data (red) for the four LST paths. (The data points along the 4 paths are not
included in the test fit to see the ability of the fitting strategy to predict the
relative energies of N4.)

latter point of view reflecting the fact that Born-Oppenheimer
trajectories will be smoother (and hence probably more real-
istic) if one smooths the cuspidal ridges. The only truly sat-
isfactory way to fit potential energy surfaces in the presence
of surface crossings is to use a diabatic representation and fit
more than one surface and their couplings,64, 65 but that is be-
yond the scope of the present study.

Table I shows that the average quality of the fitted PES
is quite good since the RMSE for E < 100 kcal/mol is
only 1.8 kcal/mol, and the RMSE for 100 kcal/mol ≤ E
< 228 kcal/mol is 4.1 kcal/mol. The RMSE is a good cri-
terion for evaluating the fitting accuracy if the errors are nor-
mally distributed. However, it could be exaggerated by larger
errors, and the MUEs are more robust. That is why Table I
also provides the MUEs for the various energy ranges. The
MUEs are quite small, 1.3 kcal/mol for E < 100 kcal/mol
and 2.3 kcal/mol for 100 kcal/mol ≤ E < 228 kcal/mol.
Both RMSEs and MUEs show that our fitted PES is quite
good (better than the expected accuracy of CASPT2) for
energies below the dissociation limit of 228 kcal/mol. For
228 kcal/mol ≤ E < 456 kcal/mol, our fitting is still quite
good, with RMSE and MUE of 7.2 and 3.6 kcal/mol, respec-
tively. So our PES should be suitable to study high-energy
collisions of N2 with N2.

The quality of the fitting procedure was further tested by
leaving the 30 LST points out of the fitting process, produc-
ing a less accurate global surface called the test PES. The test
surface reproduces the general trends of the CASPT2 curves
for the LST paths. The agreement of energies predicted by
the test PES and those calculated by CASPT2 is best for ener-
gies lower than the dissociation limit (228 kcal/mol), as also
implied by the RMSEs and MUEs of the final fit. Path 1 calcu-
lated by CASPT2 has an energy maximum at λ = 0.8. The en-
ergy maximum has been shifted to λ = 0.6 with the test PES.
But the qualitative shape of path 1 predicted by our test PES
agrees with that calculated by CASPT2. Path 2 predicted by

our test PES agrees extremely well with the CASPT2 one, es-
pecially for the data points with energies below 300 kcal/mol.
The test PES reproduces path 3 near the starting T-shaped
N4, but it fails to reproduce the cusp due to a state crossing
near λ = 0.6. Instead, it yields a smooth curve near the cusp.
That problem, discussed above for the final fit, is inevitable
when one fits adiabatic surfaces to continuous functions, as
has been observed before.66 For path 4, the test fit reproduces
the CASPT2 curves very well for energy below 300 kcal/mol,
but the agreement degrades for higher energies.

V. SUMMARY

A global ground-state potential energy surface for N4

suitable for treating high-energy vibrational-rotational energy
transfer and dissociation in N2–N2 collisions has been calcu-
lated by the CASPT2 method and fitted using least-squares
fits to electronic energies based on permutationally invari-
ant polynomials in bond orders. The data used for the fit in-
clude nine sets of (N2 + N2)-type geometries and three sets of
(N3 + N)-type geometries, plus four paths connecting points
in different sets and selected optimized and random geome-
tries. A Fortran subroutine of the N4 PES is available in the
POTLIB library.67, 68
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